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ABSTRACT: A major challenge in the development of an assistive exoskeleton robot is to design 
appropriate control algorithms. These algorithms should be trajectory-independent and require a 
minimum number of sensors to work in any intended motion and to be easily implementable. As a simple 
assistive strategy with all promising features, Delayed Output Feedback Control (DOFC) is shown to be 
effective in assisting the wearers in different types of motion. In this method, the assistive torques are 
defined in proportion to delayed feedback from the angle difference between the two legs. The authors 
have recently suggested an intelligent version of DOFC, in which a Deep Q-Network (DQN) was used 
to adjust the feedback delay according to the speed of the motion. Simulation studies were used to 
investigate the idea. By conducting some real-world experiments, the present paper extends the results 
to practical conditions. The provided results clearly verify that if the time delay is adjusted according to 
the walking speed, the DOFC method can effectively help the users in their motions of any speed. The 
results also indicated that a fixed or an inappropriate value of the delay may result in resistance against 
the user motion.  
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1- Introduction
Since impaired lower limb mobility would significantly

reduce the quality of life, various studies have considered 
assistive lower-limb exoskeletons to facilitate the daily tasks 
for the elderlies and patients with physical disabilities [1-
4]. A crucial issue in the development of these robots is to 
design an appropriate control method. A suitable controller 
for assistive exoskeletons should have a simple structure, 
work for different motion types, and require a low number of 
sensors [5-8]. Numerous control methods have been proposed 
for exoskeleton robots such as force/torque-based controllers 
[7]-[9-12], impedance/admittance control [13, 14], adaptive 
oscillator–based control [15, 16] and Reinforcement Learning 
[8, 17]. Delayed Output Feedback Control (DOFC) [18], is a 
simple yet effective strategy developed for hip exoskeletons. 
In this method, the assistive torques are defined in proportion 
to delayed feedback from the angle difference between the 
two legs. The authors have recently suggested an intelligent 
version of DOFC in which a Deep Q-Network (DQN) was 
used to adjust the feedback delay according to the speed of 
the motion [17].

Compared to the classical control methods, Reinforcement 
Learning has considerable advantages for nonlinear systems. 
Reinforcement Learning (RL) is a powerful, key method 
in finding optimal policies in complex sequential decision-

making problems [19]. There are two categories of classical 
RL algorithms (i.e. value-based and policy-based). In value-
based techniques (such as Q-learning [20], SARSA [21], 
and Fitted Q-Iteration [22]), the state or state-action value is 
learned and we don’t store any explicit policy. However, in 
policy-based techniques (such as Actor-Critic [23],  Proximal 
Policy optimization [24]), we explicitly build a representation 
of a policy (mapping π:s→a) that maps state to action. 
Among these methodologies, Q-Learning has been widely 
used as a model-free Reinforcement Learning which was 
limited to tasks with small state spaces [25]. Hamaya et. al 
[26] used RL method to suggest a task-parametrized assistive
strategies for exoskeleton robots. They employed an assistive
strategy which improves human-robot interaction data across
different tasks, and obtained a generalized method even for
an unseen task. They showed the abilities of their approach
by reducing the user’s EMGs. Tu et. al [27] developed a new
data-driven framework based on RL without using the human-
robot dynamics, to provide adaptive personalized torque
assistance for reducing human efforts during walking. They
used two control timing parameters (peak and offset timings),
and Least Square Policy Iteration (LSPI) for learning the
parameter tuning policy. They indicated that their approach
was reasonable for reducing assistive torque profile of the
hip exoskeleton. Yuan et. al [28] proposed a novel trajectory-
learning scheme  based on RL combined with Dynamic
Movement Primitives (DMPs) for a lower limb exoskeleton

*Corresponding author’s email: kalani@sadjad.ac.ir

  Copyrights for this article are retained by the author(s) with publishing rights granted to Amirkabir University Press. The content of this article                                                  
is subject to the terms and conditions of the Creative Commons Attribution 4.0 International (CC-BY-NC 4.0) License. For more information, 

please visit https://www.creativecommons.org/licenses/by-nc/4.0/legalcode.

https://dx.doi.org/10.22060/eej.2022.21372.5475
https://www.orcid.org/0000-0003-2869-019X


H. Kalani et al., AUT J. Electr. Eng., 55(1) (2023) 99-106, DOI: 10.22060/eej.2022.21372.5475

100

robot, aiming to give assistance to human walking. They 
employed RL to learn the trajectories which learned by DMPs 
for eliminating the effects of uncertainties in joint space. 
Although, real-life applications such as robotics, usually
have continuous state and action spaces, making it impossible
to store exact value functions or policies for each separate
state or state-action pair [29]. Therefore, Deep Q-Networks
(DQN) suggested covering the full range of states and 
actions continuously. DQN is one of the most important
methodologies of deep Reinforcement Learning [30, 31]. 
Rastogi [29] applied DQN to learn a 2D bipedal robot for 
walking. He compared the abilities of DQN with traditional 
RL methods, like SARSA. He showed that the DQN does 
seem like a promising way to learn control policies for real 
systems compared to other traditional RL methods. Xue et.
al [32] used  Double Q-learning Network (DDQN) to enable
mobile robots to learn collision avoidance and navigation
capabilities autonomously. In their purposed method, target
position, obstacle size, and position are used as input, and the 
direction of movement of the robot was used as an output. In 
fact, they developed an obstacle avoidance model based on 
DQN and applied it successfully on a physical robot platform. 
Liu et. al [33] used DQN to optimize the average stability 
margin of the hexapod robot in complex and rugged terrain. 
They showed that in comparison with the traditional method, 
the DQN algorithm can plan a free gait with fast convergence, 
high stability margin and strong adaptability. Rose et. al [34, 
35] suggested a model-free deep Reinforcement Learning
method for an exoskeleton that can learn to follow a desired
gait pattern. In their method, the predefined dynamics models 
of the user and exoskeleton is not needed.

In the previous paper, we verified by analysis and 
simulation that the time delay in the DOFC method [17] 
should be changed according to the walking speed of the 
wearer. In this paper, we verifiy the simulation results by a 
custom-made hip exoskeleton robot. 

This study is organized as follows: Section 2 presents the 
problem definition and proposes the DQN-adjusted DOFC 
method. Section 3 provides the simulation and experimental 
results for walking conditions, and Section 4 concludes this 
paper. 

2- Methods and Materials
One of the main challenges in the development of assistive 

exoskeletons is to design a control algorithm to assist the user 
in his/her intended motions. Based on a newly developed 
assistive strategy (Delayed Output Feedback Control (DOFC) 
by Lim et al. [18]), the authors have recently proposed an 
adaptive assistive controller [17]. Fig. 1 shows the overall 
block diagram of the proposed controller that combines 
Reinforcement Learning and the DOFC method to develop 
an adaptive assistive strategy. As detailed in the following 
subsections, the intelligent agent, which is a neural network, 
learns a policy for the optimal adjustment of the time delay 
in DOFC method to minimize the energy consumption. 
This way, unlike the original DOFC method, the adaptive 
DOFC method will maintain its performance in different 
motion speeds. While the main idea and initial simulations 
of the adaptive DOFC method are presented in our recent 
paper [17], in the present paper a prototype of FUM- Hip 
Exoskeleton Robot is used to evaluate the performance of the 
adaptive DOFC in real-world experiments.

2- 1- FUM-Hip Exoskeleton Robot
The purpose of developing the robot is to provide

appropriate walking assistance in human locomotion. We 
designed the mechanical structure of the hip exoskeleton robot 
(Fig. 2), which meets the requirements of convenient wearing 
and enables natural walking. This robot has an active DOF 
(flexion/extension) at each hip joint. The custom made FUM-
Hip Exoskeleton is actuated by two 70W Maxon motors with 
Harmonic Drive gearboxes of the ratio 1:100. The joint angles 
are obtained through measuring the motor angles by 16-bit 
incremental encoders. Two EPOS2 70/15 controllers are used 
to drive the motors in the torque mode. The desired torque is 
defined by the DOFC algorithm, implemented in TwinCAT 
software, and sent to the drivers through a Beckhoff PLC. 
Mechanical components are made of Aluminum material and 
the total weight of the exoskeleton is about 5.5 kg.  

Fig. 1. Overall block diagram of the adaptive DOFC method.  Fig. 1. Overall block diagram of the adaptive DOFC 
method.  

Fig. 2. View of FUM-Hip Exoskeleton RobotFig. 2. View of FUM-Hip Exoskeleton Robot
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2- 2- Assistive Strategy based on Delayed Output Feedback
Control

As shown in Fig. 1, the DOFC method uses the low-pass 
filtered hip angles, rq (t) and lq (t), to calculate the output 
feedback variable x(t) as:

It is clear that the output feedback variable is just the
difference in sinusoidal projections of the hip angles, used to
give a normalized variable. 

In the implementation of DOFC method, a discrete low-
pass filter is applied to the raw values of the joint angles, qr 
and ql, as:

After calculating the output feedback variable in Eq. (1), 
a time delay of Δt seconds is applied and the assistive torque, 
τ(t), is defined as:

where κ is the controller gain. 
According to Eq. (3), the DOFC method includes two 

main parameters (i.e. the time delay Δt and the gain κ), 
that can affect the assistive torque. The gain κ adjusts the 
magnitude of the assistive torque and Δt affects the timing 
of the applied torque. As shown in [17], the proper setting of 
the parameters is crucial for the effective performance of the 
method. Maladjustment of this parameter may lead to reduce 
the effectiveness of the assistive strategy and may even lead 
to resistance against user motions. Due to the complicated 
relationship between the value of the time delay parameter 
and the effectiveness of the DOFC method, Deep Q-Network 
learning is utilized in this study. This network learns the 

optimal values of the time delay parameter and automatically 
adjusts it according to the available feedbacks. 

2- 3- Deep Q-Networks (DQN) Learning
In DQN method, a neural network with weights θt

is utilized as the Q-function. This network is trained by 
minimizing a loss function at every iteration as follows:

where yt ≜ Es’ [rs,s’,a+γ max Q(s’,a’;θt-1)|s,a] is a target 

at iteration i, π(s,a) is the policy of state s and ρπ(∙) is the 
distribution of states under π(s,a). To approximate the optimal 
action-value function, we have:

where the Q*(s,a) is the optimal Q value, rs,s’,a is the 
obtained reward, and the next state is s’ and the next action is 
a’. The γ ∈ [0,1] is the discount factor. If we obtain the weight 
of neural networks at time t as θt, Eq. (5) can be employed to 
approximate the function Q(s, a; θt ) such that 

Q(s, a;θt ) ≈ Q*(s, a) when t → ∞. In order to minimize 
the loss function, the gradient of the function is utilized with 
respect to the weight as follows:

Stochastic Gradient Descent is used to minimize the loss 
function. We utilized a ε-greedy method which chooses 
between a random action and the action corresponding to 
the highest Q-value produced by DQN. During training, 
the value of ε is decreased due to optimal action and less 
iteration. The key aspect which makes DQN work is the 
use of experience replay. In this technique, to break harmful 
correlations and make better use of our experience, at each 
time step (st, at, rt, st+1) is stored in a replay buffer. Next, a 

( ) sin ( ) sin ( )r lx t q t q t= −  (1)

, , 1 ,

, , 1 ,

(1 )
(1 )

r k r k r k

l k l k l k

q q q
q q q

α α

α α
−

−

= − +

= − +
 (2)

( ) ( )t x t tτ κ= −∆  (3)

2
( ) ( )( ) ( ( . ; ))t t s a t tL y Q s aρπθ θ⋅ ⋅ ⋅  Ε −  

  (4)
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fixed number of samples are extracted from the replay buffer 
randomly and utilized to train the network. The structure of 
DQN is shown in Fig. 3, where the energy consumed in each 
walking cycle is considered as the states, the time-delay Δt 
is the action, and the inverse of energy consumption in each
walking cycle is defined as the reward function. The structure 
of the fully connected Multi-Layer Perceptron Neural
Network (MLPANN) has one hidden layer of 25 nodes which
was chosen by performing a small trial and error procedure. 
The activation function we used in hidden layer is sigmoid
function. The last layer has linear activation function. The 
adaptation law has been developed by the Gradient Descent
(GD) method

3- Results and Discussion
3- 1- Simulations

As detailed in [17], a seven-link biped model is used
as a human subject in the sagittal plane to conduct some 
simulations and evaluate the effectiveness of the proposed 
method in reducing the energy cost of walking. The model 
is set to walk at different speeds of 0.6 m/s, 1.2 m/s and 2.4 
m/s and energy consumption is calculated for each cycle. 
This energy is used as the state and its inverse is defined as 
the reward function. The DQN is set to optimize the value of 

the time delay for each walking speed, such that the reward
function is maximized and, consequently, the required energy 
is minimized. 

Fig. 4 shows the changes in the reward value for the 
progressing episodes of training. It can be seen that the DQN 
has successfully increased the value of the reward function 
and reduced the required energy.

Different optimal values of Δt in Fig. 5 verify the ideas 
that the time delay should be adjusted according to the 
walking speed and be reduced as the walking speed increases. 
This observation can be justified by noting that the cycle time
is smaller for a faster walk. Therefore, the time delay should
also be smaller.

Fig. 6 compares the energy consumption for normal
walking without the exoskeleton (NDOFC), assisted 
walking with DOFC method having a fixed Δt (DOFC), and 
assisted walking with DOFC method having an optimized 
Δt, as defined by DQN (RL-DOFC). It is seen that assisted 
walking with the RL-DOFC method has the minimum energy 
requirement for all walking speeds. The DOFC method, with 
a fixed value of Δt = 0.3s has also reduced the energy for 
walking at speeds of 0.6 m/s and 1.2 m/s. However, for the 
speed of 1.2 m/s, the DOFC method has lost its assistive 
property and imposed some resistance against the user 
motions. Therefore, the energy consumption is increased, 
even over that of unassisted walking. 

The results reaffirm the idea that the time delay in the 
DOFC method should be reduced as the walking speed 
increases. Improper adjustment of Δt may reduce the assistive 
effect of the method and may even result in some resistance 
against the user motions. The results also verify that the DQN 
has properly adjusted the time delay value for each walking 
speed.

3- 2- Experiments
For further evaluation of the concept in practical

conditions, a custom-made hip exoskeleton robot is used 
to conduct a preliminary experiment.  As shown in Fig. 7, 
the user is asked to wear the robot and walk on a treadmill, 
running at the speed of about 0.6 m/s. During the walk, the 
extension/flexion angle of the right and left hips and their 

Fig. 4. Changes in the reward values over the progressing episodes of training for different walking speed.
Fig. 4. Changes in the reward values over the progress-

ing episodes of training for different walking speed.

Fig. 5. Changes in the time delay values over the progressing episodes of training for different walking

speed.

Fig. 5. Changes in the time delay values over the 
progressing episodes of training for different walking 

speed.

Fig.6. Mean energy consumption versus walking speed. NDOFC: Unassisted walking. DOFC: Assisted

walking with Delayed Output Feedback Control. RL-DOFC: Assisted walking with RL-tuned DOFC.

 

    

    

    

    

     

         

  
  
  

   
 

     

                

Fig. 6. Mean energy consumption versus walking 
speed. NDOFC: Unassisted walking. DOFC: Assisted 
walking with Delayed Output Feedback Control. RL-

DOFC:  Assisted walking with RL-tuned DOFC.
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angular velocity are recorded through the motor encoders. An 
overhead weight support system is used for partial support of 
the robot’s weight. 

After some familiarization runs, the main experiment is 
conducted in two steps. In the first step, the user wears the robot 
in zero-impedance mode and moves freely on the treadmill. 
In the second step, the DOFC method is implemented with 
three different values for the feedback delay, namely 

Δt = 0.2s, Δt = 0.3s, and Δt = 0.4s.
In Fig. 8, the phase portraits ( rq vs qr) of the assisted 

motions, aided by the DOFC method with different delay 
values, are compared to the phase portrait of the free motion.

As shown in Fig. 8(a), the delay of Δt = 0.2s has led to a 
smaller phase portrait, compared to that of the free motion. 
This is in accordance with our expectations that improper 
setting of the feedback delay will result in resistance against 
the user motions. The simulation results verify that a delay 
of Δt = 0.2s is too small for the given treadmill speed (i.e. 
0.6 m/s).

The enlarged phase portraits in Fig. 8(b) and Fig. 8(c) 
clearly indicate that when the delay is set to Δt = 0.3s or 

Δt = 0.4s, the DOFC method has successfully assisted the 
user in his intended motion.

For a better comparison, the phase portraits of the motions 
are depicted in a single plot in Fig. 9. As shown in Fig. 9, an 
improper setting of the delay (Δt = 0.2s) leads to resistance 
against user motions while with a proper setting (Δt = 0.3s 
and Δt = 0.4s), the DOFC method can provide effective 
assistance for the user. Fig. 9 also indicates that there is only 
a slight difference between the results obtained for 

Δt = 0.3s and Δt = 0.4s. This observation can be justified 
by considering the simulation results, indicating that the 

optimal delay value for the given treadmill speed (i.e. 0.6 
m/s), should be a value between 0.3s and 0.4s. A larger or 
smaller value of the delay may lead to suboptimal results, 
as in the cases of Δt = 0.3s and Δt = 0.4s, or may result in 
resistance against user motions, as in the case of Δt = 0.2s. The 
good agreement between simulation and experiment results 
reaffirms the fact that the performance of the DOFC method 
is mostly related to the kinematics of the motion, rather than 
its dynamics. This also verifies the good calibration of the 
model for the specific subject. 

Fig. 7. A healthy subject, wearing the hip exoskeleton robot.
Fig. 7. A healthy subject, wearing the hip exoskeleton 

robot.

Fig. 8. Phase portraits of the motions assisted by the DOFC method with different feedback delays, 
compared to the phase portrait of the free motion.

Fig. 8. Phase portraits of the motions assisted by the 
DOFC method with different feedback delays, com-

pared to the phase portrait of the free motion.
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4- Conclusion
In this paper, an adaptive assistive strategy is developed to

assist the motions of the users wearing hip exoskeletons. The 
proposed strategy is an intelligent or adaptive version of the 
Delayed Output Feedback Controller (DOFC), developed by 
Lim et. al [18]. A Deep Q-Network (DQN) is used to adjust 
the time delay value in DOFC according to the walking 
speed. Therefore, unlike the original DOFC method, the 
DQN-adjusted DOFC method will maintain its performance 
in different motion speeds. The results obviously indicate 
that DQN can effectively improve the performance of the 
DOFC method, by proper adjustment of the time delay. Some 
simulation tests are conducted to prove the idea that different 
time delays are required for different walking speeds. The 
simulation results also verify the successful performance of 
DQN in proper adjustment of the time delay. Finally, some 
experiments are conducted to verify the performance of 
the adaptive DOFC method in real-world applications. The 
experimental results clearly show that the phase portraits of 
the user motions are enlarged if DOFC is implemented by 
appropriate time delay values. However, if the time delay 
is not properly adjusted, the implementation of the DOFC 
method may make the phase portraits smaller, indicating 
that there is some resistance against user motions. A good 
agreement is observed between simulation and experimental 
results which may be justified by the fact that the performance 
of the DOFC method is mostly related to the kinematics of 
the motion, rather than its dynamics. 

The main contribution of this paper is the implementation 
of a Deep Q-Network (DQN) technique, which have the 
ability to reasonably learn control schemes without the need 
for dynamics model of hip exoskeleton robot. Moreover, 
we focused on assistive strategy, where for every walking 
speed, the user doesn’t need to interact with a robot to learn 
an appropriate assistive strategy. Finally, we developed an 
experimental platform with a hip exoskeleton robot to verify 
the effectiveness of our method.

In future works, we plan to validate our results by 
analyzing the electromyography signals of hip muscles and 

measuring the metabolic energy of volunteers in treadmill 
walking.
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