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ABSTRACT: Today, there are various sources of information in different fields that users can refer to. 
Generally, the presence of a question in users’ minds leads to reference to these sources of information. 
Users can search for the answer by entering a few keywords in search engines. They can also ask their 
questions in more detail in the Community Question Answering (CQA) networks so that experts can 
give a more comprehensive answer to their questions. To get the proper answer, it is necessary to address 
all the required details in the question. The questions posted in these networks can be divided into clear 
and unclear. In this study, an attempt has been made to extract unique features from the questions through 
various machine learning approaches, which can be used to classify questions. To extract these features, 
the word vector of each question was created, and then using unsupervised algorithms, the questions with 
similar word vectors were placed in the same group. Afterwards, repetitive concepts were extracted from 
each group, and their repetition rate in each question makes its feature vector. Finally, the questions were 
classified based on the extracted feature vector, using ensemble classification models. The achievement 
of this study is an efficient classification model along with efficient high-resolution feature extraction for 
classifying clear and unclear questions in CQA networks. Compared to other baselines and transformer-
based models on different datasets, the proposed method makes high accuracy results.
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1- Introduction
One of the most important sources of information on the

Web, which has recently attracted many users, is Community 
Question Answering (CQA) networks. By visiting these 
networks, users can ask their questions in detail and get accurate 
answers. Every day, thousands of questions are registered in 
these networks, so increasing their quality has become one 
of their main goals. A network can increase its traffic and 
inbound users by increasing the quality of its questions. It 
could also boost the network’s popularity [1]. Increasing the 
quality of a network’s questions can be considered so that if a 
question comes into a network, it will receive an appropriate 
answer [2]. There are several reasons why a question will not 
receive a proper answer after being posted on the network. 
The shortness of a question, the question being too specific, 
and the lack of details are some of the reasons [3]. The lack of 
details is one of the most important reasons for not receiving 
a proper answer. When insufficient details are mentioned in 
the question, these details are placed in the respondent’s mind 
as ambiguities and confuse him/her in answering. Figure 1 
shows this concept.

Therefore, one of the most important methods for 
increasing the quality of a network is to increase the quality 
of unclear questions. To do so, an innovative approach can 

be considered that when the question is asked by the user, by 
examining to see if the question is unclear, required details are 
suggested to the user. This will increase the user’s chances of 
getting a proper answer to their question by addressing these 
details. This approach can be divided into two steps. First, an 
intelligent model must be presented to determine whether an 
asked question is clear or unclear. In the second step, if an 
unclear question is encountered, it should find out the details 
that are not mentioned and are required, and then inform 
these to the user in the form of words or sentences. What is 
mentioned in this research is the first step of this intelligent 
approach. In this study, a binary classification model is 
presented to determine whether the question is clear or not. 
The classification model recognizes question clarity based on 
the extracted feature vector. This vector shows the repetition 
rate of a series of concepts in the text of the question.

This paper is organized as follows: Section ‎2 shows 
some relevant literature in the field alongside baselines. 
Additionally, the datasets used in this study are introduced. 
Section ‎3 introduces the proposed method. In Section ‎4, we 
evaluated the method with baselines. In Section ‎5, various 
hyper-parameters of the proposed method are investigated, 
and their effect on the quality of the classification model is 
shown. Finally, Section ‎6 concludes this work, followed by 
an outline of future works.
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2- Related Works
This section will review all approaches to examining the

quality of a question in CQAs. Additionally, various contexts 
in which a question may be placed are examined. Afterwards, 
the baselines are introduced separately. In the following, 
according to the areas under discussion, the position of the 
present research is determined. At the end, the datasets used 
in this research are introduced.

2- 1- Question Classification Approaches
The approaches discussed in this section are divided into

the following three categories [4], and are described briefly 
below.

Question quality prediction: This approach tries to predict 
the quality of questions to find out how well the respondents 
understand the questions [5]. Due to the lack of a clear 
definition for the concept of quality and also the dependence 
on a specific CQA network, machine learning approaches 
will also have poor performance in this area.

Question review prediction: This approach tries to 
identify questions that need to be edited [6]. Lack of sufficient 
information in questions will cause them to be edited. One of 
the critical points in this approach is that the more the scope 
of the areas mentioned in the question are limited, the lower 
the performance of the algorithms.

Question answerability prediction: This approach tries 
to increase the rate of answering a question. The higher the 
response rate to a question, the clearer the question is to the 
respondents [7]. The degree of responsiveness of a question 
can be inferred from the behavior of the respondents in the 
face of the question. Respondents’ comments or question 
scores are such behaviors.

2- 2- Question Classification in Various Contexts
In general, there are two main contexts of asking questions, 

in which the clarity of questions has been extensively 

investigated. [8]. These contexts are described briefly below.
Synchronous: Questions and answers are generated 

synchronously and consecutively in this context. Live 
question-and-answer systems, and text-based social media 
are manifestations of this category. According to [9], clear 
questions and requests will significantly affect the quality of 
conversation in a synchronous question and answer network.

Asynchronous: In this context, questions and answers 
are not synchronized, and a time interval can be considered 
between questions and answers. Additionally, there is not 
necessarily a sequence between the asked questions and the 
answers [10]. Various CQAs networks, such as all Stack 
Exchange communities, are examples of these networks.

2- 3- Baseline Models
Random: In this model, the labels of each question are

generated uniformly in the dataset.
Majority: In this model, the labels are always the majority 

class. 
Bag of words logistic regression [11]: Each question is a 

weighted n-gram vector that unigrams combined with phrases 
of length up to n = 3. The training method on the training data 
set was 5-fold. Ridge regularization with the strength of C = 
1, which means the effectiveness of the regularization term in 
the loss function, is also used in this model.

Convolutional neural network [12, 13]: The architecture 
presented in [13] has been used. Additionally, the hyper-
parameters of this architecture, including the number of 
filters and filter size, are set separately for each data set. The 
input of this model is the 300-dimensional vector created by 
the word2vec model [13]. This input enters the model in 64 
batches to train the model.

BERT [14]: In this model, an original pre-trained version 
BERT by using Bidirectional Encoder representations in the 
transformer model on a large corpus comprising the Toronto 
Book Corpus and Wikipedia is used [14]. In the following, 

Figure 1. questions that arise in the mind of the respondent when there are not enough details in the 

question.

Figure 2. an illustration of a feature vector for a question

Fig. 1.  questions that arise in the mind of the respondent when there are not enough details in the question
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first this model tokenizes each question, and then by adding 
a linear layer to the pre-trained model and re-training it, the 
generated vector is classified into clear and unclear categories. 
This model has 12 hidden layers with a size of 768 and a 
contextual embedding vector for each question containing 
118 dimensions [14].

SimQ [11]: In this model, a question enters the model, 
and several similar questions are found with clear and unclear 
labels. Next, some features of the input question and similar 
clear and unclear questions are generated. By combining 
these features, a feature vector for each question is generated. 
Finally, a classification model based on this feature vector 
specifies the question category.

Topic Model [15]: In this model, a topic model is made up 
of several topics with a medium number of middle of word 
distribution in all the questions. When a question enters the 
classification model, a feature vector is generated based on 
the weight of extracted topics, and then the category of input 
is specified by this feature vector.

In the following, the position of this research in the 
approaches and areas mentioned above will be investigated. 
Among the approaches to examining the question’s quality, 
this study follows the “question answerability prediction” 
approach. Additionally, the asynchronous context is 
considered as the main context in this study among the two 
mentioned contexts.

2- 4- Datasets
The Stack Exchange platform, which includes some

CQA forums in various fields, has published information 
from its forums for various experiments. These datasets 
include questions, answers, tags, and user comments, and 
each question is categorized into clear and unclear labels by 
[16]. According to the heuristics mentioned in [11, 17], A 
question is categorized as unclear when a question contains 
a comment with a question mark phrase. A question is also 
considered clear when there is no edit or comment, and it has 
an approved answer. Table 1 shows the statistical information 
from the datasets used in this study, including the number of 
questions and clear and unclear questions distribution.
3- Proposed Method

This section describes the method presented in this study
for question classification. The main idea behind this method 
is to extract several semantic concepts from all the questions 
in the dataset. These extracted concepts are used to construct 
the feature vector for each question. Each dimension of this 
vector is a property related to a semantic concept, and its 
value is equal to the repetition of that concept in question. By 
plotting this feature vector, a histogram of the question can 
be implicitly displayed, and each bin shows the frequency 
of a semantic concept in the question. Figure 2  depicts an 
illustration of a feature vector for a question as an example.

Table 1. Dataset statisticsTable 1. Dataset statistics

Community Number of samples Clear Unclear 

Stack Overflow 5859667 35% 65% 

Super User 121998 33% 67% 

Ask Ubuntu 77712 27% 73% 

Cross Validated 38488 18% 82% 

Figure 1. questions that arise in the mind of the respondent when there are not enough details in the 

question.

Figure 2. an illustration of a feature vector for a questionFig. 2. an illustration of a feature vector for a question
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Figure 3 shows an image of some of the semantic concepts 
extracted in the feature vector.

Figure 4 depicts an illustration of the idea behind the 
proposed method, which consists of four steps, as described 
below.

3- 1- Preprocessing
Preprocessing is done to extract keywords from different

parts of the questions, consisting of three steps. The first step 
combines the title, body, and tags of the questions, which are 
then tokenized. In the next step, each word in question enters 
the word stemming and lemmatization process. Finally, each 

question is converted into a set of words. Figure 5 depicts the 
various step of the preprocessing section.

3- 2- Question Clustering
After preprocessing, we cluster the questions based 

on their semantic similarity. To this end, in the first step, 
a Word2Vec model has trained on all the questions words. 
The output of this step is a 300-dimensional vector for each 
word of all questions. Next, for each question, the vector of 
all the words in that question is averaged a 300-dimensional 
vector is generated for each question. Figure 6 depicts the 
construction of the question vector from Word2Vec vectors.

Figure 3. semantic concepts extracted from the feature vector of a question

Figure 4. an illustration of the idea of the proposed methodFig. 4. an illustration of the idea of the proposed method

Figure 3. semantic concepts extracted from the feature vector of a question

Figure 4. an illustration of the idea of the proposed method

Fig. 3. semantic concepts extracted from the feature vector of a question
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Afterwards, the K-Means clustering is applied to the 
questions vectors, and all questions are grouped into k clusters 
based on their 300-dimensional word vectors.

3- 3- Feature Extraction
After clustering the questions in section ‎3-2, the feature

vector of each question is created based on the obtained 
clusters. This vector has dimensions equal to the number 
of obtained clusters, and each dimension represents the 
repetition rate of similar semantic concepts extracted from 
the corresponding cluster. Figure 7 illustrates this concept. 

To construct a feature vector, it is first necessary to 
extract the similar semantic concepts of each cluster. Each 
cluster contains several similar questions. Additionally, each 
question contains some words. Therefore, some words can be 
extracted from each cluster.

Each word is repeated several times in the questions of 
a cluster. Therefore, the repetition rate for each word can be 
considered. This repetition rate can be normalized and the 
words sorted accordingly. A few most repeated words in each 
cluster can be considered as the semantic concepts of each 
cluster. Figure 8 illustrates this step.

Figure 5. an illustration of the preprocessing steps

Figure 6. An illustration of making a question vector by Word2Vec vectors in words

Fig. 5. an illustration of the preprocessing stepsFigure 5. an illustration of the preprocessing steps

Figure 6. An illustration of making a question vector by Word2Vec vectors in wordsFig. 6. An illustration of making a question vector by Word2Vec vectors in words
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After obtaining similar semantic concepts from each 
cluster, it is time to construct a feature vector of a question. In 
this step, the question is preprocessed, and then a vector equal 
to the number of clusters is created for it. In each dimension 
of this vector, the weight of the words in the cluster, which 
is also in the question, is added. Figure 9 illustrates this step.

After constructing the feature vector, in the next section, 
these vectors are classified into two categories, clear and 
unclear, by the classification model.

3- 4- Question Classification
After feature extraction, the questions are classified

into clear and unclear classes based on the feature vector 

extracted for each question. In this study, an ensemble-based 
classification model called AdaBoost [18, 19] was used for 
classifying the clear and unclear questions.

4- Experiments and Results
In this section, the performance of the presented

model is compared with other baselines. These models are 
explained in detail in section ‎2-3. The datasets used in this 
comparison are Cross Validated, Ask Ubuntu, Super User 
and Stack Overflow, whose details are mentioned in section 
‎2-4. Model training is done on 70% of the dataset and the
rest is used for model evaluation. Additionally, the Google
Colab platform has been used to train the model. All hyper-
parameters selected for the model and training procedure are

Figure 7. an illustration of feature vectors made up of several questions

Figure 8. an illustration of the semantic concepts extracted from each clusterFig. 8. an illustration of the semantic concepts extracted from each cluster

 

Figure 7. an illustration of feature vectors made up of several questions

Figure 8. an illustration of the semantic concepts extracted from each cluster

Fig. 7. an illustration of feature vectors made up of several questions
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Figure 9. an illustration of making a feature vector for a questionFig. 9. an illustration of making a feature vector for a question

Table 2. result for unclear question detectionTable 2. result for unclear question detection

     Datasets 

    Models 

Cross Validated Ask Ubuntu Super User Stack Overflow 

ACC F1-Score ACC F1-Score ACC F1-Score ACC F1-Score 

Random 49% 61% 48% 56% 50% 57% 49% 56% 

Majority 81% 90% 65% 77% 66% 80% 64% 78% 

BoW Logistic Regression 81% 90% 65% 78% 70% 80% 69% 78% 

CNN 81% 89% 68% 80% 70% 80% 69% 79% 

BERT 70% 80% 69% 68% 70% 69% 69% 69% 

SimQ ML 81% 90% 65% 77% 68% 80% 67% 78% 

Topic ML 95% 96% 88% 89% 85% 87% NA NA 

Proposed Method 96% 97% 90% 90% 86% 88% 75% 81% 
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also mentioned in section ‎‎5. This comparison is made from 
two aspects. First, the performance of the presented model 
is examined to identify unclear questions. This means that 
unclear questions are positively labelled. The second aspect is 
that clear questions will be labelled positive. The evaluation 
criteria used are accuracy and F1-score. The results of this 
comparison are shown in Table 2 and Table 3. At the end 
of these comparisons, Figure 10 depicts a comparison of 
the training time of the presented model and baselines on 

different datasets.
5- Discussion

In this section, the effect of various hyper-parameters is
examined. According to the approach in the first section, the 
proposed model includes a four-step approach. The parameters 
of the question clustering method and the parameters of the 
feature vector extraction method are examined. Additionally, 
the classification model’s hyper-parameters and how to 
search them are declared at the end of this section

Table 3. result for clear question detectionTable 3. result for clear question detection

     Datasets 

    Models 

Cross Validated Ask Ubuntu Super User Stack Overflow 

ACC F1-Score ACC F1-Score ACC F1-Score ACC F1-Score 

Random 49% 49% 48% 52% 50% 51% 49% 52% 

Majority 81% 88% 65% 78% 66% 85% 64% 79% 

BoW Logistic Regression 81% 88% 65% 75% 70% 79% 69% 72% 

CNN 81% 79% 68% 74% 70% 79% 69% 77% 

BERT 70% 28% 69% 71% 70% 69% 69% 70% 

Topic ML 95% 95% 88% 89% 85% 86% NA NA 

Proposed Method 96% 96% 90% 90% 86% 87% 75% 79% 

Figure 10. Comparison of the training time of different models in the introduced datasetFig. 10. Comparison of the training time of different models in the introduced dataset
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5- 1- Discussion about Question Clustering Method
The hyper-parameters studied in this section are the

number of clusters, the number of initializations, and the 
maximum number of iterations. These parameters directly 
affect the quality of clusters, so their impact is examined 
through clustering evaluation criteria.

The number of clusters: This parameter specifies the 
number of clusters in the clustering model of section ‎3-2. To 
find the optimal value of this parameter on a specific dataset, 
separate clustering models are trained with different values 
of that. In the following, the quality of clusters produced 
by each of these models is evaluated through evaluation 
criteria Calinski-Harabasz  [20] and Distortion score, and the 
obtained result is displayed separately in the form of a curved 
line. Figure 11 depicts the curves generated from the values 
of the evaluation criteria for the Cross Validated dataset. The 
Distortion score is calculated by the average of the Euclidean 
squared distance from the centroid of the respective clusters. 
The Calinski-Harabasz score is calculated by dividing the 
variance of the sums of squares of the distances of individual 
objects to their cluster center by the sum of squares of the 
distance between the cluster centers. The higher the Calinski-
Harabasz Index value, the better the clustering model. 
According to Figure 11, the Distortion curve has significantly 
decreased with the increase in the number of clusters up 
to around 400 clusters. However, with the increase in the 
number of clusters from 500 onwards, the decrease is not very 
high. On the other hand, in the range of 400 to 500 clusters, 
the Calinski-Harabasz score with the number of clusters of 
430 has the highest value. By combining the results obtained 

from two curved lines, it can be concluded that the clustering 
model has shown good quality for the number of clusters 
equal to 430 on the Cross Validated dataset. 

The number of initializing: Since the initial point of the 
clustering algorithm is selected randomly, this parameter 
shows the number of initializing of the algorithm to get the 
optimal result. Figure 12 shows the inertia and silhouette 
score [21] curves for different parameter values for the 
Cross Validated dataset. The inertia score is calculated by the 
sum of squared distances of samples to their closest cluster 
center. The silhouette score is a measure of how similar an 
object is to its own cluster compared to other clusters. The 
silhouette score ranges from −1 to +1, where a high value 
indicates that the object is well matched to its own cluster 
and poorly matched to neighboring clusters. In the inertia 
curve of Figure 12 for the values of 12, 21 and 26, it can be 
seen that the decrease is not significant. Further, by referring 
to the silhouette score curve, we can see that the value of 
this curve is at its highest value at points 11, 14 and 26. By 
combining the results obtained from two curved lines, it 
can be concluded that the clustering model has shown good 
quality for the number of initializing equal to 26 on the Cross 
Validated dataset.

The maximum number of iterations: This parameter 
specifies the maximum number of iterations in the clustering 
model. Figure 13 shows the inertia and silhouette scores 
curves for different parameter values. The clustering model 
has shown good quality for the maximum number of iterations 
between 250 to 300.

Figure 11. The effect of the number of clusters on clustering qualityFig. 11. The effect of the number of clusters on clustering quality
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5- 2- Discussion about Feature Vector Extraction Method
The hyper-parameter studied in this section is the number

of the first words extracted for the feature vector extraction 
method. This parameter directly affects the quality of the 
classification model, so its impact is examined through 
classification model evaluation criteria.

The number of the first words extracted: This parameter 
specifies the number of the first word extracted in the feature 
vector extraction in section ‎3-3. To find the optimal value of 
this parameter on a specific dataset, separate classification 
models are trained with different values.

Figure 12. The effect of the number of initializing on clustering qualityFig. 12. The effect of the number of initializing on clustering quality

Figure 13. The effect of the maximum number of iterations on clustering quality
Fig. 13. The effect of the maximum number of iterations on clustering quality
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 Figure 14 shows the accuracy and precision-recall curve 
for different values of this parameter for the Cross Validated 
dataset. Considering that the feature vector has dimensions 
equal to the number of clusters, increasing the number of 
the first words extracted from each cluster only affects the 
value of each dimension. The extracted words in each cluster 
have a weight based on which they are sorted. This weight 
is actually the normalized number of their repetitions in the 
questions of that cluster. The increase in the number of the 
first words extracted in each cluster indicates the influence 
of the weight of new words on the value of each dimension. 

Considering that the extracted words are sorted based on 
weight, the new words will have less weight, and their impact 
on the value of each dimension is low. Therefore, a large 
increase in the number of the first words extracted can have 
a negligible effect on the performance of the classification 
model. Figure 14 depicts that the classification model shows 
good performance for the number of the first word extracted 
is equal to 30 on the Cross Validated dataset.

Figure 15 also shows the words extracted from the first 9 
clusters for the Cross Validated data set.

Figure 15. Words extracted on the first nine cluster
Fig. 15. Words extracted on the first nine cluster

Figure 14. The effect of the number of the first words extracted on classification model performanceFig. 14. The effect of the number of the first words extracted on classification model performance
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5- 3- Discussion about Classification Model
The hyper-parameter studied for the AdaBoost

classification model is the number of estimators and the 
learning rate. Additional parameters such as maximum 
depth and maximum leaf nodes were also studied due to 
the determination of the Decision Tree Classifier as a base 
estimator for this model. The optimal values of all these 
hyper-parameters were obtained and used by the grid search 
approach.

6- Conclusion
This study presented a classification model to identify

clear and unclear questions in an asynchronous context for 
community question and answering networks. This model 
consisted of four steps and tried to cluster the questions. 
Afterwards, by extracting several semantic concepts from 
each cluster, the frequency of these concepts in each question 
was examined. Finally, a feature vector of the frequency of 
semantic concepts was constructed for each question. These 
feature vectors are learned by an ensemble-based model 
called AdaBoost. Next, the performance of the presented 
model with other baselines in this field were compared on 
different datasets and based on the evaluation criteria of 
accuracy and F1-score, an excellent result was obtained. 
The outputs obtained in this study can be used to increase 
the quality of unclear questions in a CQA network, which 
lead to an increase in its popularity. This can be done by first 
examining every question that enters the network by this 
model, and different approaches can be adopted to clarify the 
question by classifying it as unclear.
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