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ABSTRACT: Double-circuit power systems are one of the main types of modern transmission lines 
due to their reliability. Fault location in these transmission lines has always been a potential problem 
due to the mutual coupling between lines. Accordingly, this paper presents a novel objective function 
for the fault location using synchronous post-fault measurements of currents and voltages captured by 
distance protective relays. Moreover, a fast and accurate modern metaheuristic optimization algorithm 
for this cost function is proposed, which are key parameters to estimate the fault location methods based 
on optimization algorithms. In this regard, first, the input data (current and voltage signals) were refined 
using some auxiliary functions such as Fast Fourier transformation (FFT), Decaying Dc Elimination 
(DDE), and frequency tracking algorithm to accurately extract the fundamental component of the 
voltage and current signals. Afterwards, the proposed fault location based on the proposed metaheuristic 
optimization algorithm estimates the fault location using these input signals. The main advantage of 
the presented algorithm is the parallel estimation processing to improve the convergence speed and 
the accuracy of the objective function of the fault location, and was applied to various fault types and 
various operating conditions to validate the performance of the proposed approach. In addition, the 
performance of the proposed method was compared with different fault location methods. The simulation 
was implemented in the PSCAD and MATLAB® software. The simulation results show that the novel 
proposed approach outperforms other fault locations in estimating the fault location.
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1- Introduction
In a power system, the faulty line section must be isolated

in a sufficiently short amount of time after its inception. In this 
regard, protection relays have been utilized for identifying 
the location of faults, in addition to reliable event detection, 
and rapid system restoration. Hence, the Precise fault location 
algorithm is an important part of the protection schemes [1]. 
Different methods were proposed to exactly specify the fault 
location. In general, fault location methods can be divided into 
five categories. These fault locations may use the fundamental 
frequency of voltages and currents to use impedance-based 
methods, traveling wave theory, intelligent-based methods 
(or knowledge-based methods such as artificial intelligence 
techniques), high-frequency signals generated by faults, or 
wavelet transform-based methods. 

A new approach based on the combination of the stability 
of the impedance-based method and the precision of the 
traveling waves was presented in [2]. An accurate one-
terminal fault location algorithm based on the principle of 
short circuit calculation was presented by [3] and [4]. One 
of the most critical problems of the methods based on the 
one-terminal data was the fact that they are adversely affected 

by the fault resistance. A new approach based on the voltage 
of both ends was addressed in [5] to eliminate the inherent 
error of the current transformer. Authors in [6] presented a 
new two-terminal numerical algorithm for fault location 
and arcing fault recognition. In order to employ the time-
synchronized data of both ends of the power system, the 
authors in [7] proposed a new fault locator approach based on 
the Phasor Measurement Unit (PMU). A new method based 
on the time-synchronized data of the terminals in a double-
circuit three-terminal transmission line was presented in 
[8]. This study uses PMUs to obtain simultaneous scattered 
measurements to formulate the fault location method. Due 
to the requirements of extensive communication links, the 
cost of commissioning is increased. A method based on the 
unsynchronized measurements on both sides was presented 
in [9-11]. Authors in  [12-15] presented some methods based 
on the traveling wave. According to these methods, the fault 
inception and the arrival time of the traveling wave are used 
to estimate the fault location. A new method of calculating the 
speed of the earth mode component based on a single-ended 
traveling wave-based fault location algorithm was addressed 
in [16] to estimate the location of a fault. Authors in [17]
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provide a method based on the time difference between the 
primary traveling wave and reflection. A new approach, 
including the accurate selection of faulty lines and a precise 
fault locator, was proposed in [18]. The main weakness of 
these methods is the need for high-frequency data sampling. 
A fault-location algorithm without utilizing line parameters 
based on the distributed line model was presented by [19]. In 
[20], a cost function to estimate fault location was proposed 
to reduce the simultaneous measurement errors. In [21, 22],a 
long short-term memory network was used to locate the fault 
in the network connected to wind turbines.

It should be noted that each of the existing fault locators 
has its own shortcomings, such as measurement errors, 
improper operation on two-circuit, sensitivity to the fault 
resistance, and high-frequency data sampling. Table 1 shows 
the shortcomings of the previous methods.

In this paper, a new objective function for the fault location 
of double-circuit power systems is presented. Moreover, 
a fast and accurate modern metaheuristic optimization 
algorithm for the function of the fault location estimation 

on double-circuit power systems is proposed. The important 
characteristics, which must be carefully considered in the 
presented approaches, are speed and accuracy. In this regard, 
parallel processing is used to improve its speed. Moreover, 
to get sufficient estimation accuracy, a local search strategy 
is employed. The performance of the proposed intelligent 
optimization algorithm is compared to some other approaches, 
such as Eagle Strategy Coupled [23], Cuckoo Optimization 
Algorithm (COA)[24, 25], and Particle Swarm Optimization 
(PSO) [26-28]. Moreover, it was compared with the other 
kind of fault location methods presented in [29-31].

The rest of this paper is organized as follows. Section 2 
discusses the proposed metaheuristic optimization algorithm. 
This optimization algorithm is tested with ten benchmark 
functions to address the accuracy and speed of the proposed 
optimization algorithm in Section 3, where a comparison 
is made with other conventional optimization algorithms. 
Section 4 presents the proposed fault location based on the 
Double-Circuit Power System. Results and discussions are 
presented in Section 5. Finally, the conclusions appear in 
Section 6. 

Table 1. Shortcomings of the previous methodsTable 1. Shortcomings of the previous methods

Reference Method Type Shortcomings 

[2] Traveling wave High-frequency data 

sampling 

[3] and [4] Impedance based Sensitivity to the fault 

resistance 

[5] Impedance based Single circuit power 

system 

[6] Impedance based Single Phase to Ground 

[9-11] Impedance based Single circuit power 

system 

[12-18] Traveling wave High-frequency data 

sampling 

[19] Numerical

algorithm

Single circuit power 

system 

[20] Optimization

algorithm

Single circuit power 

system 

[21, 22] Intelligent-based Implementing Difficulty 

Table 2. Parameter values of the optimization algorithms
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2- The Proposed Metaheuristic Optimization Algorithm
In this paper, a novel metaheuristic optimization algorithm 

is presented. The proposed approach is based on parallel 
search processing and an intensive local search strategy. This 
strategy contains four main stages that lead the optimization 
algorithm to the optimum point. These main stages are 
initializing, parallel and local search strategy, crossover, 
and convergence. Each step is completely described in the 
following sections.

2- 1- Initializing
The proposed optimization algorithm needs a vector to

indicate initial points. This vector is defined as follows:

𝑃𝑃𝑃𝑃𝑖𝑖
𝑡𝑡 = (𝑃𝑃𝑃𝑃1,𝑖𝑖

𝑡𝑡 , 𝑃𝑃𝑃𝑃2,𝑖𝑖
𝑡𝑡 , … , 𝑃𝑃𝑃𝑃𝑑𝑑,𝑖𝑖

𝑡𝑡 ) 
 , ∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒} 

(1)

𝐿𝐿(𝑠𝑠) = 1
𝜋𝜋 ∫ 𝑐𝑐𝑐𝑐𝑐𝑐(𝜏𝜏𝜏𝜏) 𝑒𝑒−𝜏𝜏𝛽𝛽𝛼𝛼𝑑𝑑𝑑𝑑

∞

0
(2)

𝑆𝑆𝑆𝑆𝑖𝑖
𝑡𝑡 = 𝐾𝐾 × 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(0,1) × 𝑣𝑣𝑣𝑣𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚

𝑡𝑡 − 𝑣𝑣𝑣𝑣𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚
𝑡𝑡

𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}

(3)

𝐵𝐵𝐵𝐵𝐵𝐵𝑖𝑖
𝑡𝑡 = [𝐵𝐵𝐵𝐵𝑃𝑃1,𝑖𝑖

𝑡𝑡 , 𝐵𝐵𝐵𝐵𝑃𝑃2,𝑖𝑖
𝑡𝑡 , . . , 𝐵𝐵𝐵𝐵𝑃𝑃𝑑𝑑,𝑖𝑖

𝑡𝑡 ],
∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}

(4)

𝑆𝑆𝑆𝑆𝑖𝑖
𝑡𝑡 = (𝑆𝑆𝑆𝑆1,𝑖𝑖

𝑡𝑡 , 𝑆𝑆𝑆𝑆2,𝑖𝑖
𝑡𝑡 , … , 𝑆𝑆𝑆𝑆𝑑𝑑,𝑖𝑖

𝑡𝑡 ) ,
∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}

(5)

𝑇𝑇𝑇𝑇𝑖𝑖,𝑗𝑗
𝑇𝑇 = {

𝑆𝑆𝑆𝑆𝑖𝑖,𝑗𝑗
𝑡𝑡 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(0,1) > 𝐶𝐶𝐶𝐶

𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖𝑖𝑖
𝑡𝑡 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 ,

∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}, ∀𝑗𝑗𝑗𝑗{1, 2, … , 𝑑𝑑}
(6)

𝐶𝐶𝐶𝐶 = 1
𝑎𝑎 + 𝑒𝑒𝑒𝑒𝑒𝑒 (−𝑡𝑡) (7)

𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖
𝑡𝑡 = { 𝑇𝑇𝑇𝑇𝑖𝑖,

𝑇𝑇 𝑓𝑓(𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖
𝑡𝑡) > 𝑓𝑓(𝑇𝑇𝑇𝑇𝑖𝑖,

𝑇𝑇)
𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖

𝑡𝑡 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒
∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}

(8)

 (1)

where 
t

ipp  is t hi  potential points that show the location 
of the t hi  point in iteration , d is the dimension of the search 
space, and  is the number of parallel processing in the search
space. The stochastic initial points should be generated by 
the continuous probability distribution. Lévy distribution is 
a kind of distribution used to generate random numbers [26]. 
This distribution is as Eq. (2).

𝑃𝑃𝑃𝑃𝑖𝑖
𝑡𝑡 = (𝑃𝑃𝑃𝑃1,𝑖𝑖

𝑡𝑡 , 𝑃𝑃𝑃𝑃2,𝑖𝑖
𝑡𝑡 , … , 𝑃𝑃𝑃𝑃𝑑𝑑,𝑖𝑖

𝑡𝑡 )
, ∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}

(1)

𝐿𝐿(𝑠𝑠) = 1
𝜋𝜋 ∫ 𝑐𝑐𝑐𝑐𝑐𝑐(𝜏𝜏𝜏𝜏) 𝑒𝑒−𝜏𝜏𝛽𝛽𝛼𝛼𝑑𝑑𝑑𝑑  

∞

0
(2)

𝑆𝑆𝑆𝑆𝑖𝑖
𝑡𝑡 = 𝐾𝐾 × 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(0,1) × 𝑣𝑣𝑣𝑣𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚

𝑡𝑡 − 𝑣𝑣𝑣𝑣𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚
𝑡𝑡

𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}

(3)

𝐵𝐵𝐵𝐵𝐵𝐵𝑖𝑖
𝑡𝑡 = [𝐵𝐵𝐵𝐵𝑃𝑃1,𝑖𝑖

𝑡𝑡 , 𝐵𝐵𝐵𝐵𝑃𝑃2,𝑖𝑖
𝑡𝑡 , . . , 𝐵𝐵𝐵𝐵𝑃𝑃𝑑𝑑,𝑖𝑖

𝑡𝑡 ],
∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}

(4)

𝑆𝑆𝑆𝑆𝑖𝑖
𝑡𝑡 = (𝑆𝑆𝑆𝑆1,𝑖𝑖

𝑡𝑡 , 𝑆𝑆𝑆𝑆2,𝑖𝑖
𝑡𝑡 , … , 𝑆𝑆𝑆𝑆𝑑𝑑,𝑖𝑖

𝑡𝑡 ) ,
∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}

(5)

𝑇𝑇𝑇𝑇𝑖𝑖,𝑗𝑗
𝑇𝑇 = {

𝑆𝑆𝑆𝑆𝑖𝑖,𝑗𝑗
𝑡𝑡 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(0,1) > 𝐶𝐶𝐶𝐶

𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖𝑖𝑖
𝑡𝑡 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 ,

∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}, ∀𝑗𝑗𝑗𝑗{1, 2, … , 𝑑𝑑}
(6)

𝐶𝐶𝐶𝐶 = 1
𝑎𝑎 + 𝑒𝑒𝑒𝑒𝑒𝑒 (−𝑡𝑡) (7)

𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖
𝑡𝑡 = { 𝑇𝑇𝑇𝑇𝑖𝑖,

𝑇𝑇 𝑓𝑓(𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖
𝑡𝑡) > 𝑓𝑓(𝑇𝑇𝑇𝑇𝑖𝑖,

𝑇𝑇)
𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖

𝑡𝑡 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒
∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}

(8)

 (2)

where  is Lévy distribution, α  and β  are the constant 
factors. The special cases are 1β =  and 2β =  If β  is equal 
to1, Eq. (2) becomes the Cauchy distribution, and when  
β  is equal to 2, Eq. (2) becomes a normal distribution. In 
this paper, it is considered that 1β =  and 2β = . Hence, 
the stochastic initial points will be generated by the normal 
distribution. 

2- 2- Local Detection
In this stage, potential points keep searching the search

space according to the Search Radius (SR) specified 
individually, as shown in Fig 1

In Fig 1, t
iSR  is the Search Radius of thi  potential point

in iteration t . It should be noted that SR is different from
points to point and is individually determined as Eq. (3).

𝑃𝑃𝑃𝑃𝑖𝑖
𝑡𝑡 = (𝑃𝑃𝑃𝑃1,𝑖𝑖

𝑡𝑡 , 𝑃𝑃𝑃𝑃2,𝑖𝑖
𝑡𝑡 , … , 𝑃𝑃𝑃𝑃𝑑𝑑,𝑖𝑖

𝑡𝑡 )
, ∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}

(1)

𝐿𝐿(𝑠𝑠) = 1
𝜋𝜋 ∫ 𝑐𝑐𝑐𝑐𝑐𝑐(𝜏𝜏𝜏𝜏) 𝑒𝑒−𝜏𝜏𝛽𝛽𝛼𝛼𝑑𝑑𝑑𝑑

∞

0
(2)

𝑆𝑆𝑆𝑆𝑖𝑖
𝑡𝑡 = 𝐾𝐾 × 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(0,1) × 𝑣𝑣𝑣𝑣𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚

𝑡𝑡 − 𝑣𝑣𝑣𝑣𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚
𝑡𝑡

𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
 ∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝  𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒} 

(3)

𝐵𝐵𝐵𝐵𝐵𝐵𝑖𝑖
𝑡𝑡 = [𝐵𝐵𝐵𝐵𝑃𝑃1,𝑖𝑖

𝑡𝑡 , 𝐵𝐵𝐵𝐵𝑃𝑃2,𝑖𝑖
𝑡𝑡 , . . , 𝐵𝐵𝐵𝐵𝑃𝑃𝑑𝑑,𝑖𝑖

𝑡𝑡 ],
∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}

(4)

𝑆𝑆𝑆𝑆𝑖𝑖
𝑡𝑡 = (𝑆𝑆𝑆𝑆1,𝑖𝑖

𝑡𝑡 , 𝑆𝑆𝑆𝑆2,𝑖𝑖
𝑡𝑡 , … , 𝑆𝑆𝑆𝑆𝑑𝑑,𝑖𝑖

𝑡𝑡 ) ,
∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}

(5)

𝑇𝑇𝑇𝑇𝑖𝑖,𝑗𝑗
𝑇𝑇 = {

𝑆𝑆𝑆𝑆𝑖𝑖,𝑗𝑗
𝑡𝑡 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(0,1) > 𝐶𝐶𝐶𝐶

𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖𝑖𝑖
𝑡𝑡 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 ,

∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}, ∀𝑗𝑗𝑗𝑗{1, 2, … , 𝑑𝑑}
(6)

𝐶𝐶𝐶𝐶 = 1
𝑎𝑎 + 𝑒𝑒𝑒𝑒𝑒𝑒 (−𝑡𝑡) (7)

𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖
𝑡𝑡 = { 𝑇𝑇𝑇𝑇𝑖𝑖,

𝑇𝑇 𝑓𝑓(𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖
𝑡𝑡) > 𝑓𝑓(𝑇𝑇𝑇𝑇𝑖𝑖,

𝑇𝑇)
𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖

𝑡𝑡 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒
∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}

(8)

 (3)

where K is a positive number, and rand (0,1) is a random 
number based on the distribution. minvart  and maxvart  are 
minimum and maximum of variables, respectively. 

The local search individually detects the best point in each 
circle. Therefore, a matrix that indicates the best local points 
should be made as Eq. (4).

t
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3
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3
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2
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Fig 1. Central points are the location of potential pointsFig. 1. Central points are the location of potential points
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34

𝑃𝑃𝑃𝑃𝑖𝑖
𝑡𝑡 = (𝑃𝑃𝑃𝑃1,𝑖𝑖

𝑡𝑡 , 𝑃𝑃𝑃𝑃2,𝑖𝑖
𝑡𝑡 , … , 𝑃𝑃𝑃𝑃𝑑𝑑,𝑖𝑖

𝑡𝑡 )
, ∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}

(1)

𝐿𝐿(𝑠𝑠) = 1
𝜋𝜋 ∫ 𝑐𝑐𝑐𝑐𝑐𝑐(𝜏𝜏𝜏𝜏) 𝑒𝑒−𝜏𝜏𝛽𝛽𝛼𝛼𝑑𝑑𝑑𝑑

∞

0
(2)

𝑆𝑆𝑆𝑆𝑖𝑖
𝑡𝑡 = 𝐾𝐾 × 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(0,1) × 𝑣𝑣𝑣𝑣𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚

𝑡𝑡 − 𝑣𝑣𝑣𝑣𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚
𝑡𝑡

𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}

(3)

𝐵𝐵𝐵𝐵𝐵𝐵𝑖𝑖
𝑡𝑡 = [𝐵𝐵𝐵𝐵𝑃𝑃1,𝑖𝑖

𝑡𝑡 , 𝐵𝐵𝐵𝐵𝑃𝑃2,𝑖𝑖
𝑡𝑡 , . . , 𝐵𝐵𝐵𝐵𝑃𝑃𝑑𝑑,𝑖𝑖

𝑡𝑡 ], 
  ∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒} 

(4)

𝑆𝑆𝑆𝑆𝑖𝑖
𝑡𝑡 = (𝑆𝑆𝑆𝑆1,𝑖𝑖

𝑡𝑡 , 𝑆𝑆𝑆𝑆2,𝑖𝑖
𝑡𝑡 , … , 𝑆𝑆𝑆𝑆𝑑𝑑,𝑖𝑖

𝑡𝑡 ) ,
∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}

(5)

𝑇𝑇𝑇𝑇𝑖𝑖,𝑗𝑗
𝑇𝑇 = {

𝑆𝑆𝑆𝑆𝑖𝑖,𝑗𝑗
𝑡𝑡 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(0,1) > 𝐶𝐶𝐶𝐶

𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖𝑖𝑖
𝑡𝑡 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 ,

∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}, ∀𝑗𝑗𝑗𝑗{1, 2, … , 𝑑𝑑}
(6)

𝐶𝐶𝐶𝐶 = 1
𝑎𝑎 + 𝑒𝑒𝑒𝑒𝑒𝑒 (−𝑡𝑡) (7)

𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖
𝑡𝑡 = { 𝑇𝑇𝑇𝑇𝑖𝑖,

𝑇𝑇 𝑓𝑓(𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖
𝑡𝑡) > 𝑓𝑓(𝑇𝑇𝑇𝑇𝑖𝑖,

𝑇𝑇)
𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖

𝑡𝑡 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒
∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}

(8)

 (4)

where t
iBLP  is the best location point that thi  point

(detected in its respective circle in iteration).

2- 3- Crossover
The crossover operator is an essential strategy to obtain 

the global maximum/minimum point of the objective 
function [32]. In this paper, a Stochastic Matrix () generated 
by a random number based on the normal distribution is used
to make a Temporary Location () of the local points. Adaptive 
crossover probability, , controls the crossover operator by Eq. 
(5).

𝑃𝑃𝑃𝑃𝑖𝑖
𝑡𝑡 = (𝑃𝑃𝑃𝑃1,𝑖𝑖

𝑡𝑡 , 𝑃𝑃𝑃𝑃2,𝑖𝑖
𝑡𝑡 , … , 𝑃𝑃𝑃𝑃𝑑𝑑,𝑖𝑖

𝑡𝑡 )
, ∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}

(1)

𝐿𝐿(𝑠𝑠) = 1
𝜋𝜋 ∫ 𝑐𝑐𝑐𝑐𝑐𝑐(𝜏𝜏𝜏𝜏) 𝑒𝑒−𝜏𝜏𝛽𝛽𝛼𝛼𝑑𝑑𝑑𝑑

∞

0
(2)

𝑆𝑆𝑆𝑆𝑖𝑖
𝑡𝑡 = 𝐾𝐾 × 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(0,1) × 𝑣𝑣𝑣𝑣𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚

𝑡𝑡 − 𝑣𝑣𝑣𝑣𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚
𝑡𝑡

𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}

(3)

𝐵𝐵𝐵𝐵𝐵𝐵𝑖𝑖
𝑡𝑡 = [𝐵𝐵𝐵𝐵𝑃𝑃1,𝑖𝑖

𝑡𝑡 , 𝐵𝐵𝐵𝐵𝑃𝑃2,𝑖𝑖
𝑡𝑡 , . . , 𝐵𝐵𝐵𝐵𝑃𝑃𝑑𝑑,𝑖𝑖

𝑡𝑡 ],
∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}

(4)

𝑆𝑆𝑆𝑆𝑖𝑖
𝑡𝑡 = (𝑆𝑆𝑆𝑆1,𝑖𝑖

𝑡𝑡 , 𝑆𝑆𝑆𝑆2,𝑖𝑖
𝑡𝑡 , … , 𝑆𝑆𝑆𝑆𝑑𝑑,𝑖𝑖

𝑡𝑡 ) ,  
     ∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒} 

(5)

𝑇𝑇𝑇𝑇𝑖𝑖,𝑗𝑗
𝑇𝑇 = {

𝑆𝑆𝑆𝑆𝑖𝑖,𝑗𝑗
𝑡𝑡 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(0,1) > 𝐶𝐶𝐶𝐶

𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖𝑖𝑖
𝑡𝑡 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 ,

∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}, ∀𝑗𝑗𝑗𝑗{1, 2, … , 𝑑𝑑}
(6)

𝐶𝐶𝐶𝐶 = 1
𝑎𝑎 + 𝑒𝑒𝑒𝑒𝑒𝑒 (−𝑡𝑡) (7)

𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖
𝑡𝑡 = { 𝑇𝑇𝑇𝑇𝑖𝑖,

𝑇𝑇 𝑓𝑓(𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖
𝑡𝑡) > 𝑓𝑓(𝑇𝑇𝑇𝑇𝑖𝑖,

𝑇𝑇)
𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖

𝑡𝑡 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒
∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}

(8)

 (5)

where t
iSM  is a matrix randomly generated, and 

Temporary Location (TL) of local points is given by:

𝑃𝑃𝑃𝑃𝑖𝑖
𝑡𝑡 = (𝑃𝑃𝑃𝑃1,𝑖𝑖

𝑡𝑡 , 𝑃𝑃𝑃𝑃2,𝑖𝑖
𝑡𝑡 , … , 𝑃𝑃𝑃𝑃𝑑𝑑,𝑖𝑖

𝑡𝑡 )
, ∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}

(1)

𝐿𝐿(𝑠𝑠) = 1
𝜋𝜋 ∫ 𝑐𝑐𝑐𝑐𝑐𝑐(𝜏𝜏𝜏𝜏) 𝑒𝑒−𝜏𝜏𝛽𝛽𝛼𝛼𝑑𝑑𝑑𝑑

∞

0
(2)

𝑆𝑆𝑆𝑆𝑖𝑖
𝑡𝑡 = 𝐾𝐾 × 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(0,1) × 𝑣𝑣𝑣𝑣𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚

𝑡𝑡 − 𝑣𝑣𝑣𝑣𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚
𝑡𝑡

𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}

(3)

𝐵𝐵𝐵𝐵𝐵𝐵𝑖𝑖
𝑡𝑡 = [𝐵𝐵𝐵𝐵𝑃𝑃1,𝑖𝑖

𝑡𝑡 , 𝐵𝐵𝐵𝐵𝑃𝑃2,𝑖𝑖
𝑡𝑡 , . . , 𝐵𝐵𝐵𝐵𝑃𝑃𝑑𝑑,𝑖𝑖

𝑡𝑡 ],
∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}

(4)

𝑆𝑆𝑆𝑆𝑖𝑖
𝑡𝑡 = (𝑆𝑆𝑆𝑆1,𝑖𝑖

𝑡𝑡 , 𝑆𝑆𝑆𝑆2,𝑖𝑖
𝑡𝑡 , … , 𝑆𝑆𝑆𝑆𝑑𝑑,𝑖𝑖

𝑡𝑡 ) ,
∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}

(5)

𝑇𝑇𝑇𝑇𝑖𝑖,𝑗𝑗
𝑇𝑇 = {

𝑆𝑆𝑆𝑆𝑖𝑖,𝑗𝑗
𝑡𝑡    𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(0,1) > 𝐶𝐶𝐶𝐶

𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖𝑖𝑖
𝑡𝑡       𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒        , 

 ∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}, ∀𝑗𝑗𝑗𝑗{1, 2, … , 𝑑𝑑} 

(6)

𝐶𝐶𝐶𝐶 = 1
𝑎𝑎 + 𝑒𝑒𝑒𝑒𝑒𝑒 (−𝑡𝑡) (7)

𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖
𝑡𝑡 = { 𝑇𝑇𝑇𝑇𝑖𝑖,

𝑇𝑇 𝑓𝑓(𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖
𝑡𝑡) > 𝑓𝑓(𝑇𝑇𝑇𝑇𝑖𝑖,

𝑇𝑇)
𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖

𝑡𝑡 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒
∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}

(8)

 (6)

where t
iTL  is a Temporary Location of the thi  local

point, t
iBLP  is the best local point experienced by thi

potential point, rand (0,1) is a random number based on the 
normal distribution, and is rC  the crossover probability and 
is defined as Eq. (7).

𝑃𝑃𝑃𝑃𝑖𝑖
𝑡𝑡 = (𝑃𝑃𝑃𝑃1,𝑖𝑖

𝑡𝑡 , 𝑃𝑃𝑃𝑃2,𝑖𝑖
𝑡𝑡 , … , 𝑃𝑃𝑃𝑃𝑑𝑑,𝑖𝑖

𝑡𝑡 )
, ∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}

(1)

𝐿𝐿(𝑠𝑠) = 1
𝜋𝜋 ∫ 𝑐𝑐𝑐𝑐𝑐𝑐(𝜏𝜏𝜏𝜏) 𝑒𝑒−𝜏𝜏𝛽𝛽𝛼𝛼𝑑𝑑𝑑𝑑

∞

0
(2)

𝑆𝑆𝑆𝑆𝑖𝑖
𝑡𝑡 = 𝐾𝐾 × 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(0,1) × 𝑣𝑣𝑣𝑣𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚

𝑡𝑡 − 𝑣𝑣𝑣𝑣𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚
𝑡𝑡

𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}

(3)

𝐵𝐵𝐵𝐵𝐵𝐵𝑖𝑖
𝑡𝑡 = [𝐵𝐵𝐵𝐵𝑃𝑃1,𝑖𝑖

𝑡𝑡 , 𝐵𝐵𝐵𝐵𝑃𝑃2,𝑖𝑖
𝑡𝑡 , . . , 𝐵𝐵𝐵𝐵𝑃𝑃𝑑𝑑,𝑖𝑖

𝑡𝑡 ],
∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}

(4)

𝑆𝑆𝑆𝑆𝑖𝑖
𝑡𝑡 = (𝑆𝑆𝑆𝑆1,𝑖𝑖

𝑡𝑡 , 𝑆𝑆𝑆𝑆2,𝑖𝑖
𝑡𝑡 , … , 𝑆𝑆𝑆𝑆𝑑𝑑,𝑖𝑖

𝑡𝑡 ) ,
∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}

(5)

𝑇𝑇𝑇𝑇𝑖𝑖,𝑗𝑗
𝑇𝑇 = {

𝑆𝑆𝑆𝑆𝑖𝑖,𝑗𝑗
𝑡𝑡 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(0,1) > 𝐶𝐶𝐶𝐶

𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖𝑖𝑖
𝑡𝑡 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 ,

∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}, ∀𝑗𝑗𝑗𝑗{1, 2, … , 𝑑𝑑}
(6)

𝐶𝐶𝐶𝐶 = 1
𝑎𝑎 + 𝑒𝑒𝑒𝑒𝑒𝑒 (−𝑡𝑡) (7)

𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖
𝑡𝑡 = { 𝑇𝑇𝑇𝑇𝑖𝑖,

𝑇𝑇 𝑓𝑓(𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖
𝑡𝑡) > 𝑓𝑓(𝑇𝑇𝑇𝑇𝑖𝑖,

𝑇𝑇)
𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖

𝑡𝑡 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒
∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}

(8)

 (7)

where  is a constant number and  is the iteration number. 
If the Temporary Location leads to a better solution, it will be 
replaced by the best local point as Eq. (8).

𝑃𝑃𝑃𝑃𝑖𝑖
𝑡𝑡 = (𝑃𝑃𝑃𝑃1,𝑖𝑖

𝑡𝑡 , 𝑃𝑃𝑃𝑃2,𝑖𝑖
𝑡𝑡 , … , 𝑃𝑃𝑃𝑃𝑑𝑑,𝑖𝑖

𝑡𝑡 )
, ∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}

(1)

𝐿𝐿(𝑠𝑠) = 1
𝜋𝜋 ∫ 𝑐𝑐𝑐𝑐𝑐𝑐(𝜏𝜏𝜏𝜏) 𝑒𝑒−𝜏𝜏𝛽𝛽𝛼𝛼𝑑𝑑𝑑𝑑

∞

0
(2)

𝑆𝑆𝑆𝑆𝑖𝑖
𝑡𝑡 = 𝐾𝐾 × 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(0,1) × 𝑣𝑣𝑣𝑣𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚

𝑡𝑡 − 𝑣𝑣𝑣𝑣𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚
𝑡𝑡

𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}

(3)

𝐵𝐵𝐵𝐵𝐵𝐵𝑖𝑖
𝑡𝑡 = [𝐵𝐵𝐵𝐵𝑃𝑃1,𝑖𝑖

𝑡𝑡 , 𝐵𝐵𝐵𝐵𝑃𝑃2,𝑖𝑖
𝑡𝑡 , . . , 𝐵𝐵𝐵𝐵𝑃𝑃𝑑𝑑,𝑖𝑖

𝑡𝑡 ],
∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}

(4)

𝑆𝑆𝑆𝑆𝑖𝑖
𝑡𝑡 = (𝑆𝑆𝑆𝑆1,𝑖𝑖

𝑡𝑡 , 𝑆𝑆𝑆𝑆2,𝑖𝑖
𝑡𝑡 , … , 𝑆𝑆𝑆𝑆𝑑𝑑,𝑖𝑖

𝑡𝑡 ) ,
∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}

(5)

𝑇𝑇𝑇𝑇𝑖𝑖,𝑗𝑗
𝑇𝑇 = {

𝑆𝑆𝑆𝑆𝑖𝑖,𝑗𝑗
𝑡𝑡 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(0,1) > 𝐶𝐶𝐶𝐶

𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖𝑖𝑖
𝑡𝑡 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 ,

∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}, ∀𝑗𝑗𝑗𝑗{1, 2, … , 𝑑𝑑}
(6)

𝐶𝐶𝐶𝐶 = 1
𝑎𝑎 + 𝑒𝑒𝑒𝑒𝑒𝑒 (−𝑡𝑡) (7)

𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖
𝑡𝑡 = { 𝑇𝑇𝑇𝑇𝑖𝑖,

𝑇𝑇   𝑓𝑓(𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖
𝑡𝑡) > 𝑓𝑓(𝑇𝑇𝑇𝑇𝑖𝑖,

𝑇𝑇)
𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖

𝑡𝑡  𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒   
 ∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒} 

(8) (8)

It is vital to note that Eq. (8) is for the cost function. If the 
objective function is a profit function, Eq. (9) should be used. 

𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖
𝑡𝑡 = { 𝑇𝑇𝑇𝑇𝑖𝑖,

𝑇𝑇   𝑓𝑓(𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖
𝑡𝑡) < 𝑓𝑓(𝑇𝑇𝑇𝑇𝑖𝑖,

𝑇𝑇)
𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖

𝑡𝑡  𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 
 ∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒} 

(9)

[

𝐷𝐷𝐷𝐷1,𝑖𝑖
𝑡𝑡+1

𝐷𝐷𝐷𝐷2,𝑖𝑖
𝑡𝑡+1

⋮
𝐷𝐷𝐷𝐷𝑑𝑑,𝑖𝑖

𝑡𝑡+1]

=

[

𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(0 1) × (𝐺𝐺𝑃𝑃1
𝑡𝑡 − 𝐵𝐵𝐵𝐵𝐵𝐵1,𝑖𝑖

𝑡𝑡 ) + 𝐵𝐵𝐵𝐵𝐵𝐵1,𝑖𝑖
𝑡𝑡

𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(0 1) × (𝐺𝐺𝑃𝑃2
𝑡𝑡 − 𝐵𝐵𝐵𝐵𝐵𝐵2,𝑖𝑖

𝑡𝑡 ) + 𝐵𝐵𝐵𝐵𝐵𝐵2,𝑖𝑖
𝑡𝑡

⋮
𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(0 1) × (𝐺𝐺𝑃𝑃𝑑𝑑

𝑡𝑡 − 𝐵𝐵𝐵𝐵𝐵𝐵𝑑𝑑,𝑖𝑖
𝑡𝑡 ) + 𝐵𝐵𝐵𝐵𝐵𝐵𝑑𝑑,𝑖𝑖

𝑡𝑡 ]
∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}

(10)

𝑉𝑉𝑆𝑆 = 𝑍𝑍𝑆𝑆 ∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑎𝑎|𝐶𝐶) + m ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝑅𝑅𝑓𝑓

∗ (𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝐼𝐼𝑏𝑏|𝐶𝐶 + 𝐼𝐼𝑐𝑐|𝐶𝐶 + 𝐼𝐼𝑎𝑎|𝐷𝐷 + 𝐼𝐼𝑏𝑏|𝐷𝐷 + 𝐼𝐼𝑐𝑐|𝐷𝐷) + 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚

∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑏𝑏|𝐴𝐴 + 𝐼𝐼𝑐𝑐|𝐴𝐴)

(11)

𝑉𝑉𝑆𝑆 = 𝑍𝑍𝑆𝑆 ∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑎𝑎|𝐶𝐶) + 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐴𝐴 +
(1 − 𝑚𝑚) ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐷𝐷 + 𝑅𝑅𝑓𝑓 ∗

(𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝐼𝐼𝑏𝑏|𝐶𝐶 + 𝐼𝐼𝑐𝑐|𝐶𝐶 + 𝐼𝐼𝑎𝑎|𝐷𝐷 + 𝐼𝐼𝑏𝑏|𝐷𝐷 + 𝐼𝐼𝑐𝑐|𝐷𝐷)

+𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝐼𝐼𝑏𝑏|𝐶𝐶 + 𝐼𝐼𝑐𝑐|𝐶𝐶)

−𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐷𝐷 + 𝐼𝐼𝑏𝑏|𝐷𝐷 + 𝐼𝐼𝑐𝑐|𝐷𝐷) −

(1 − 𝑚𝑚) ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑏𝑏|𝐴𝐴 + 𝐼𝐼𝑐𝑐|𝐴𝐴)

(12)

𝑚𝑚 ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑏𝑏|𝐴𝐴 + 𝐼𝐼𝑐𝑐|𝐴𝐴)
= 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐴𝐴 + (1 − 𝑚𝑚) ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐷𝐷 + 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚

∗ (𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝐼𝐼𝑏𝑏|𝐶𝐶 + 𝐼𝐼𝑐𝑐|𝐶𝐶) − 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐷𝐷 + 𝐼𝐼𝑏𝑏|𝐷𝐷 + 𝐼𝐼𝑐𝑐|𝐷𝐷)

−(1 − 𝑚𝑚) ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑏𝑏|𝐴𝐴 + 𝐼𝐼𝑐𝑐|𝐴𝐴)
(13)

 (9)

2- 4- Convergence
When local points detect the better point, other points 

move toward that location. The best point detected by the 
whole local points is selected as a global optimum point 
in the  iteration, and other local points will converge to 
this point for the next iteration. Therefore, the best point is 
extracted from the best local point as a Global Point ( )GP
. Each of the points moves only a percentage of the total 
distance between the current local location and the global 
optimum location (since the optimization algorithm covers
more points of search space). If it is assumed that the search 
space is d-dimensional space, the point location for the next 
iteration is a percentage of the total distance between the best 
local point and the Global Point in thi  dimension. Eq. (10)
represents the convergence to the Global Point. 

𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖
𝑡𝑡 = { 𝑇𝑇𝑇𝑇𝑖𝑖,

𝑇𝑇 𝑓𝑓(𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖
𝑡𝑡) < 𝑓𝑓(𝑇𝑇𝑇𝑇𝑖𝑖,

𝑇𝑇)
𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖

𝑡𝑡 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒
∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}

(9)

[

𝐷𝐷𝐷𝐷1,𝑖𝑖
𝑡𝑡+1

𝐷𝐷𝐷𝐷2,𝑖𝑖
𝑡𝑡+1

⋮
𝐷𝐷𝐷𝐷𝑑𝑑,𝑖𝑖

𝑡𝑡+1]

=

[

𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(0 1) × (𝐺𝐺𝑃𝑃1
𝑡𝑡 − 𝐵𝐵𝐵𝐵𝐵𝐵1,𝑖𝑖

𝑡𝑡 ) + 𝐵𝐵𝐵𝐵𝐵𝐵1,𝑖𝑖
𝑡𝑡

𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(0 1) × (𝐺𝐺𝑃𝑃2
𝑡𝑡 − 𝐵𝐵𝐵𝐵𝐵𝐵2,𝑖𝑖

𝑡𝑡 ) + 𝐵𝐵𝐵𝐵𝐵𝐵2,𝑖𝑖
𝑡𝑡

⋮
𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(0 1) × (𝐺𝐺𝑃𝑃𝑑𝑑

𝑡𝑡 − 𝐵𝐵𝐵𝐵𝐵𝐵𝑑𝑑,𝑖𝑖
𝑡𝑡 ) + 𝐵𝐵𝐵𝐵𝐵𝐵𝑑𝑑,𝑖𝑖

𝑡𝑡 ]
 ∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒} 

(10)

𝑉𝑉𝑆𝑆 = 𝑍𝑍𝑆𝑆 ∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑎𝑎|𝐶𝐶) + m ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝑅𝑅𝑓𝑓

∗ (𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝐼𝐼𝑏𝑏|𝐶𝐶 + 𝐼𝐼𝑐𝑐|𝐶𝐶 + 𝐼𝐼𝑎𝑎|𝐷𝐷 + 𝐼𝐼𝑏𝑏|𝐷𝐷 + 𝐼𝐼𝑐𝑐|𝐷𝐷) + 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚

∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑏𝑏|𝐴𝐴 + 𝐼𝐼𝑐𝑐|𝐴𝐴)

(11)

𝑉𝑉𝑆𝑆 = 𝑍𝑍𝑆𝑆 ∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑎𝑎|𝐶𝐶) + 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐴𝐴 +
(1 − 𝑚𝑚) ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐷𝐷 + 𝑅𝑅𝑓𝑓 ∗

(𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝐼𝐼𝑏𝑏|𝐶𝐶 + 𝐼𝐼𝑐𝑐|𝐶𝐶 + 𝐼𝐼𝑎𝑎|𝐷𝐷 + 𝐼𝐼𝑏𝑏|𝐷𝐷 + 𝐼𝐼𝑐𝑐|𝐷𝐷)

+𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝐼𝐼𝑏𝑏|𝐶𝐶 + 𝐼𝐼𝑐𝑐|𝐶𝐶)

−𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐷𝐷 + 𝐼𝐼𝑏𝑏|𝐷𝐷 + 𝐼𝐼𝑐𝑐|𝐷𝐷) −

(1 − 𝑚𝑚) ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑏𝑏|𝐴𝐴 + 𝐼𝐼𝑐𝑐|𝐴𝐴)

(12)

𝑚𝑚 ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑏𝑏|𝐴𝐴 + 𝐼𝐼𝑐𝑐|𝐴𝐴)
= 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐴𝐴 + (1 − 𝑚𝑚) ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐷𝐷 + 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚

∗ (𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝐼𝐼𝑏𝑏|𝐶𝐶 + 𝐼𝐼𝑐𝑐|𝐶𝐶) − 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐷𝐷 + 𝐼𝐼𝑏𝑏|𝐷𝐷 + 𝐼𝐼𝑐𝑐|𝐷𝐷)

−(1 − 𝑚𝑚) ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑏𝑏|𝐴𝐴 + 𝐼𝐼𝑐𝑐|𝐴𝐴)
(13)

 (10)

where 1t
iDP +  is an thi  local point in iteration 1t + , 

tGP is the best point experienced by the whole local points 
in iteration t , t

iBLP  is the best local point experienced by 
the thi  point, and d is the dimension of search space.

3- Validation of the Proposed Optimization Method
In this section, the proposed optimization, ES-DE, COA, 

and PSO have been applied to ten benchmark functions in 
order to confirm the superiority of the proposed optimization 
algorithm. The mean value (MEAN) and Standard Deviation 
(SD) are surveyed to validate the superiority of the proposed 
approach. The mean value states the average number of times 
that optimization algorithms obtain the global optimum point, 
and SD states the deviation from the mean value [33]. Table 2 
presents the parameter values of the optimization algorithms. 
Different parameter values have been tested and then the best 
values are determined for each optimization method. Table 3 
shows ten benchmark functions as touchstones [26, 32], and 
Table 4 provides simulation results of the proposed approach, 
ES-ED, COA, and PSO optimization algorithms. Function 
evaluations are carried out 10 times for all optimization 
algorithms. 
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Table 2. Parameter values of the optimization algorithms 

Parameter values of the proposed 

algorithm 

Parameter values of ES-DE 

Group size of the 

proposed approach 
50 Stochastic population 50 

K 0.4 F 0.5 

𝑎𝑎 1 Cr 0.5 

Parameter values of COA Parameter values of PSO 

Cuckoo population 50 Particle number 50 

𝛼𝛼 30 ω 0.95 

C1, C2 2 

Table 3. Details of benchmark functions used to validate the effectiveness of the proposed approach
Table 3. Details of benchmark functions used to validate the effectiveness of the proposed 

approach

Function 

name 
Function equation Domain fmin plot 

Rastrigin 
𝑓𝑓1(𝑋𝑋) =∑(𝑥𝑥𝑖𝑖2 − 10cos⁡(2𝜋𝜋𝑥𝑥𝑖𝑖) + 10)

𝐷𝐷

𝑖𝑖=1
 

𝑋𝑋 = [𝑥𝑥1, 𝑥𝑥2, … , 𝑥𝑥𝐷𝐷] 

−5.12 < 𝑥𝑥𝑖𝑖 < 5.12 0 

Schwefel 

𝑓𝑓2(𝑋𝑋) = 418.98287074 ∗ 𝐷𝐷

−∑(𝑥𝑥𝑖𝑖𝑠𝑠𝑠𝑠𝑠𝑠√|𝑥𝑥𝑖𝑖|
𝐷𝐷

𝑖𝑖=1
) 

𝑋𝑋 = [𝑥𝑥1, 𝑥𝑥2, … , 𝑥𝑥𝐷𝐷] 

−500 < 𝑥𝑥𝑖𝑖 < 500 0 

Michalewice

s 

𝑓𝑓3(𝑋𝑋) = −∑(sin⁡(𝑥𝑥𝑖𝑖) × (sin (
𝑖𝑖𝑥𝑥𝑖𝑖2
𝜋𝜋 ))

20)
𝐷𝐷

𝑖𝑖=1
 

𝑋𝑋 = [𝑥𝑥1, 𝑥𝑥2, … , 𝑥𝑥𝐷𝐷] 

0 < 𝑥𝑥𝑖𝑖 < 𝜋𝜋 ** 

Ackley 

𝑓𝑓4(𝑋𝑋) = −20 exp

(

−0.2√𝐷𝐷−1∑(𝑥𝑥𝑖𝑖)2
𝐷𝐷

𝑖𝑖=1 )

− exp⁡(𝐷𝐷−1∑cos(2𝜋𝜋𝑥𝑥𝑖𝑖)
𝐷𝐷

𝑖𝑖=1

+ 20 + 𝑒𝑒𝑒𝑒𝑒𝑒)
𝑋𝑋 = [𝑥𝑥1, 𝑥𝑥2, … , 𝑥𝑥𝐷𝐷] 

−32 < 𝑥𝑥𝑖𝑖 < 32 0 
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Rosenbrock 

𝑓𝑓5(𝑋𝑋) = ∑(100(𝑥𝑥𝑖𝑖+1 − 𝑥𝑥𝑖𝑖2)2 + (𝑥𝑥𝑖𝑖
𝐷𝐷−1

𝑖𝑖=1

− 1)2) 
𝑋𝑋 = [𝑥𝑥1, 𝑥𝑥2, … , 𝑥𝑥𝐷𝐷] 

−30 < 𝑥𝑥i < 30 0 

Rotated 

hyper-

ellipsoid 

𝑓𝑓6(𝑋𝑋) = ∑(∑𝑥𝑥𝑗𝑗
𝑖𝑖

𝑗𝑗=1
)2

𝐷𝐷

𝑖𝑖=1
 

𝑋𝑋 = [𝑥𝑥1, 𝑥𝑥2, … , 𝑥𝑥𝐷𝐷] 

−100 < 𝑥𝑥𝑖𝑖, 𝑥𝑥𝑗𝑗
< 100 

0 

Six- hump 

camel Back 

𝑓𝑓7(𝑋𝑋) = 4𝑥𝑥12 − 2.1𝑥𝑥14 + 𝑥𝑥16 3⁄ + 𝑥𝑥1𝑥𝑥2
− 4𝑥𝑥22 + 4𝑥𝑥24 

𝑋𝑋 = [𝑥𝑥1, 𝑥𝑥2] 

−5 < 𝑥𝑥1, 𝑥𝑥2 < 5 −1.03

sphere 
𝑓𝑓8(𝑋𝑋) = ∑(𝑥𝑥𝑖𝑖)2

𝐷𝐷

𝑖𝑖=1
 

𝑋𝑋 = [𝑥𝑥1, 𝑥𝑥2, … , 𝑥𝑥𝐷𝐷] 

−100 < 𝑥𝑥𝑖𝑖 < 100 0 

Dixon & 

price 

𝑓𝑓9(𝑋𝑋) = (𝑥𝑥1 − 1) +∑𝑖𝑖 × (
𝐷𝐷

𝑖𝑖=1
2𝑥𝑥𝑖𝑖2 − 𝑥𝑥𝑖𝑖−1)2 

𝑋𝑋 = [𝑥𝑥1, 𝑥𝑥2, … , 𝑥𝑥𝐷𝐷] 

−10 < 𝑥𝑥𝑖𝑖 < 10 0 

Trid 
𝑓𝑓10(𝑋𝑋) =∑(𝑥𝑥𝑖𝑖 − 1)2

𝐷𝐷

𝑖𝑖=1
−∑𝑥𝑥𝑖𝑖𝑥𝑥𝑖𝑖−1

𝐷𝐷

𝑖𝑖=2
 

𝑋𝑋 = [𝑥𝑥1, 𝑥𝑥2, … , 𝑥𝑥𝐷𝐷] 

−𝐷𝐷2 < 𝑥𝑥1,… , 𝑥𝑥𝐷𝐷
< 𝐷𝐷2 

** 

**Different optimum points in different n-dimensional search spaces
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Table 4. Numerical results of the proposed approach, ES, COA, and PSO for the benchmark functions
Table 4. Numerical results of the proposed approach, ES, COA, and PSO for the benchmark 

functions
PS

O
 

SD
 

3.
39

46
7×

1

0-6
0.

00
12

31
4

11
0.

02
48

14
2

41
0.

10
72

24
8

94
1.

66
96

7×
1

0-7
0.

03
00

13
2

39
2.

23
76

8×
1

0-5
2.

56
53

3×
1

0-5
1.

23
12

6×
1

0-6
8.

44
30

9×
1

0-5
2.

52
43

5×
1

0-9
1.

19
67

4×
1

0-6
6.

68
83

2×
1

0-1
2

5.
84

89
7×

1

0-1
0

1.
26

25
6×

1

0-9
1.

43
82

4×
1

0-6
0.

00
82

54
5

97
0.

03
31

21
4

73
4.

36
89

53
7

26

M
ea

n 

1.
69

45
2×

1

0-6
6.

84
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Table 5. Simulated Line Parameters
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The results in Table 4 confirm the performance of 
the proposed approach to ES-DE, COA, and PSO. Both 
Mean and SD parameters show the effectiveness of the 
proposed approach. It is obvious that the proposed approach 
outperforms ES-DE, COA, and PSO to detect the global 
optimum point of objective functions. In order to investigate 
the convergence speed of the proposed approach, ES-DE, 
COA, and PSO are applied to the 1 2 3 4, , ,f f f andf  functions 
that are multimodal. The outputs of the proposed optimization 
algorithm, ES-DE, COA, and PSO versus time are provided 
in Fig 2. As shown in this figure, the convergence speed of 
the proposed approach is higher than the other mentioned 
optimization algorithms. 

4- The Proposed Fault Location Based on the Proposed 
Method in a Double-Circuit Power System

In the practical application, the frequency tracking and 
the Decaying Dc Elimination functions were applied to the 
current and voltage signals to modify the input data of the 
fault locator function [34, 35]. Generally, the expert system 
can be used for fault classification to select the fault type and 
its relative objective function, as shown in Fig 3. 

In this section, a new objective function is presented to 
detect the fault location based on the information of the current 

and voltage of the relay. The single line diagram of a double-
circuit power system with a fault to the ground is shown in Fig 
4. One of the biggest challenges facing the protective relay
in this special type of power system is the mutual coupling 
between lines. Each parallel circuit, in addition to the self-
impedance, experiences the mutual impedance generated by 
the other parallel circuit.

As shown in Fig 4, a single fault occurs in one of the 
circuits of the power system. The mutual coupling impedance 
between the two circuit lines is inversely related to the spacing 
between two lines. However, it is directly proportional to the 
length of the coupled section. In this regard, two parts of the 
coupled sections should be considered. Eq. (11) demonstrates 
the source impedance voltage drop, the voltage drop between 
relay location and fault point, fault impedance, and mutual 
impedance voltage drop.

𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖
𝑡𝑡 = { 𝑇𝑇𝑇𝑇𝑖𝑖,

𝑇𝑇 𝑓𝑓(𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖
𝑡𝑡) < 𝑓𝑓(𝑇𝑇𝑇𝑇𝑖𝑖,

𝑇𝑇)
𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖

𝑡𝑡 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒
∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}

(9)

[

𝐷𝐷𝐷𝐷1,𝑖𝑖
𝑡𝑡+1

𝐷𝐷𝐷𝐷2,𝑖𝑖
𝑡𝑡+1

⋮
𝐷𝐷𝐷𝐷𝑑𝑑,𝑖𝑖

𝑡𝑡+1]

=

[

𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(0 1) × (𝐺𝐺𝑃𝑃1
𝑡𝑡 − 𝐵𝐵𝐵𝐵𝐵𝐵1,𝑖𝑖

𝑡𝑡 ) + 𝐵𝐵𝐵𝐵𝐵𝐵1,𝑖𝑖
𝑡𝑡

𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(0 1) × (𝐺𝐺𝑃𝑃2
𝑡𝑡 − 𝐵𝐵𝐵𝐵𝐵𝐵2,𝑖𝑖

𝑡𝑡 ) + 𝐵𝐵𝐵𝐵𝐵𝐵2,𝑖𝑖
𝑡𝑡

⋮
𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(0 1) × (𝐺𝐺𝑃𝑃𝑑𝑑

𝑡𝑡 − 𝐵𝐵𝐵𝐵𝐵𝐵𝑑𝑑,𝑖𝑖
𝑡𝑡 ) + 𝐵𝐵𝐵𝐵𝐵𝐵𝑑𝑑,𝑖𝑖

𝑡𝑡 ]
∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}

(10)

𝑉𝑉𝑆𝑆 = 𝑍𝑍𝑆𝑆 ∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑎𝑎|𝐶𝐶) + m ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝑅𝑅𝑓𝑓

∗ (𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝐼𝐼𝑏𝑏|𝐶𝐶 + 𝐼𝐼𝑐𝑐|𝐶𝐶 + 𝐼𝐼𝑎𝑎|𝐷𝐷 + 𝐼𝐼𝑏𝑏|𝐷𝐷 + 𝐼𝐼𝑐𝑐|𝐷𝐷) + 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚

∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑏𝑏|𝐴𝐴 + 𝐼𝐼𝑐𝑐|𝐴𝐴) 

(11)

𝑉𝑉𝑆𝑆 = 𝑍𝑍𝑆𝑆 ∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑎𝑎|𝐶𝐶) + 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐴𝐴 +
(1 − 𝑚𝑚) ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐷𝐷 + 𝑅𝑅𝑓𝑓 ∗

(𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝐼𝐼𝑏𝑏|𝐶𝐶 + 𝐼𝐼𝑐𝑐|𝐶𝐶 + 𝐼𝐼𝑎𝑎|𝐷𝐷 + 𝐼𝐼𝑏𝑏|𝐷𝐷 + 𝐼𝐼𝑐𝑐|𝐷𝐷)

+𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝐼𝐼𝑏𝑏|𝐶𝐶 + 𝐼𝐼𝑐𝑐|𝐶𝐶)

−𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐷𝐷 + 𝐼𝐼𝑏𝑏|𝐷𝐷 + 𝐼𝐼𝑐𝑐|𝐷𝐷) −

(1 − 𝑚𝑚) ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑏𝑏|𝐴𝐴 + 𝐼𝐼𝑐𝑐|𝐴𝐴)

(12)

𝑚𝑚 ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑏𝑏|𝐴𝐴 + 𝐼𝐼𝑐𝑐|𝐴𝐴)
= 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐴𝐴 + (1 − 𝑚𝑚) ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐷𝐷 + 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚

∗ (𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝐼𝐼𝑏𝑏|𝐶𝐶 + 𝐼𝐼𝑐𝑐|𝐶𝐶) − 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐷𝐷 + 𝐼𝐼𝑏𝑏|𝐷𝐷 + 𝐼𝐼𝑐𝑐|𝐷𝐷)

−(1 − 𝑚𝑚) ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑏𝑏|𝐴𝐴 + 𝐼𝐼𝑐𝑐|𝐴𝐴)
(13)

 (11)

Fig 2. Convergence characteristic of the proposed approach, ES- DE, COA, and PSO in best-run 

values of 𝑓𝑓1, 𝑓𝑓2, 𝑓𝑓3, 𝑎𝑎𝑎𝑎𝑎𝑎 𝑓𝑓4 functions

Fig. 2. Convergence characteristic of the proposed approach, ES- DE, COA, and PSO in best-run 
values of f1,f2,f3,and f4 functions
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where sV  is the voltage source, / / /( , , )a c b c c cI I I ,
/ / /( , , )a D b D c DI I I , / / /( , , )a A b A c AI I I  are the three-phase 

current of “C”, “D”, and “A” sides of Fig 4, respectively. 
sZ  is source impedance, m is fault location, s RZ  is line 

impedance per kilometer, L is transmission line length, fR
is fault impedance, and mZ  is mutual coupling impedance.

Similar to Eq. (11), for the next loop (A to B path), 
Kirchhoff’s Voltage Law (KVL) is written as Eq. (12).

𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖
𝑡𝑡 = { 𝑇𝑇𝑇𝑇𝑖𝑖,

𝑇𝑇 𝑓𝑓(𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖
𝑡𝑡) < 𝑓𝑓(𝑇𝑇𝑇𝑇𝑖𝑖,

𝑇𝑇)
𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖

𝑡𝑡 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒
∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}

(9)

[

𝐷𝐷𝐷𝐷1,𝑖𝑖
𝑡𝑡+1

𝐷𝐷𝐷𝐷2,𝑖𝑖
𝑡𝑡+1

⋮
𝐷𝐷𝐷𝐷𝑑𝑑,𝑖𝑖

𝑡𝑡+1]

=

[

𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(0 1) × (𝐺𝐺𝑃𝑃1
𝑡𝑡 − 𝐵𝐵𝐵𝐵𝐵𝐵1,𝑖𝑖

𝑡𝑡 ) + 𝐵𝐵𝐵𝐵𝐵𝐵1,𝑖𝑖
𝑡𝑡

𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(0 1) × (𝐺𝐺𝑃𝑃2
𝑡𝑡 − 𝐵𝐵𝐵𝐵𝐵𝐵2,𝑖𝑖

𝑡𝑡 ) + 𝐵𝐵𝐵𝐵𝐵𝐵2,𝑖𝑖
𝑡𝑡

⋮
𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(0 1) × (𝐺𝐺𝑃𝑃𝑑𝑑

𝑡𝑡 − 𝐵𝐵𝐵𝐵𝐵𝐵𝑑𝑑,𝑖𝑖
𝑡𝑡 ) + 𝐵𝐵𝐵𝐵𝐵𝐵𝑑𝑑,𝑖𝑖

𝑡𝑡 ]
∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}

(10)

𝑉𝑉𝑆𝑆 = 𝑍𝑍𝑆𝑆 ∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑎𝑎|𝐶𝐶) + m ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝑅𝑅𝑓𝑓

∗ (𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝐼𝐼𝑏𝑏|𝐶𝐶 + 𝐼𝐼𝑐𝑐|𝐶𝐶 + 𝐼𝐼𝑎𝑎|𝐷𝐷 + 𝐼𝐼𝑏𝑏|𝐷𝐷 + 𝐼𝐼𝑐𝑐|𝐷𝐷) + 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚

∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑏𝑏|𝐴𝐴 + 𝐼𝐼𝑐𝑐|𝐴𝐴)

(11)

𝑉𝑉𝑆𝑆 = 𝑍𝑍𝑆𝑆 ∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑎𝑎|𝐶𝐶) + 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐴𝐴 + 

(1 − 𝑚𝑚) ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐷𝐷 + 𝑅𝑅𝑓𝑓 ∗ 

(𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝐼𝐼𝑏𝑏|𝐶𝐶 + 𝐼𝐼𝑐𝑐|𝐶𝐶 + 𝐼𝐼𝑎𝑎|𝐷𝐷 + 𝐼𝐼𝑏𝑏|𝐷𝐷 + 𝐼𝐼𝑐𝑐|𝐷𝐷) 

+𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝐼𝐼𝑏𝑏|𝐶𝐶 + 𝐼𝐼𝑐𝑐|𝐶𝐶) 

−𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐷𝐷 + 𝐼𝐼𝑏𝑏|𝐷𝐷 + 𝐼𝐼𝑐𝑐|𝐷𝐷) − 

(1 − 𝑚𝑚) ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑏𝑏|𝐴𝐴 + 𝐼𝐼𝑐𝑐|𝐴𝐴) 

(12)

𝑚𝑚 ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑏𝑏|𝐴𝐴 + 𝐼𝐼𝑐𝑐|𝐴𝐴)
= 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐴𝐴 + (1 − 𝑚𝑚) ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐷𝐷 + 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚

∗ (𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝐼𝐼𝑏𝑏|𝐶𝐶 + 𝐼𝐼𝑐𝑐|𝐶𝐶) − 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐷𝐷 + 𝐼𝐼𝑏𝑏|𝐷𝐷 + 𝐼𝐼𝑐𝑐|𝐷𝐷)

−(1 − 𝑚𝑚) ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑏𝑏|𝐴𝐴 + 𝐼𝐼𝑐𝑐|𝐴𝐴)
(13)

 (12)

The parameters of Eq. (12) were described earlier. 
According to Eqs. (11) and (12), Eq. (13) can be obtained.

𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖
𝑡𝑡 = { 𝑇𝑇𝑇𝑇𝑖𝑖,

𝑇𝑇 𝑓𝑓(𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖
𝑡𝑡) < 𝑓𝑓(𝑇𝑇𝑇𝑇𝑖𝑖,

𝑇𝑇)
𝐵𝐵𝐵𝐵𝑃𝑃𝑖𝑖

𝑡𝑡 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒
∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}

(9)

[

𝐷𝐷𝐷𝐷1,𝑖𝑖
𝑡𝑡+1

𝐷𝐷𝐷𝐷2,𝑖𝑖
𝑡𝑡+1

⋮
𝐷𝐷𝐷𝐷𝑑𝑑,𝑖𝑖

𝑡𝑡+1]

=

[

𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(0 1) × (𝐺𝐺𝑃𝑃1
𝑡𝑡 − 𝐵𝐵𝐵𝐵𝐵𝐵1,𝑖𝑖

𝑡𝑡 ) + 𝐵𝐵𝐵𝐵𝐵𝐵1,𝑖𝑖
𝑡𝑡

𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(0 1) × (𝐺𝐺𝑃𝑃2
𝑡𝑡 − 𝐵𝐵𝐵𝐵𝐵𝐵2,𝑖𝑖

𝑡𝑡 ) + 𝐵𝐵𝐵𝐵𝐵𝐵2,𝑖𝑖
𝑡𝑡

⋮
𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(0 1) × (𝐺𝐺𝑃𝑃𝑑𝑑

𝑡𝑡 − 𝐵𝐵𝐵𝐵𝐵𝐵𝑑𝑑,𝑖𝑖
𝑡𝑡 ) + 𝐵𝐵𝐵𝐵𝐵𝐵𝑑𝑑,𝑖𝑖

𝑡𝑡 ]
∀𝑖𝑖𝑖𝑖{1, 2, … , 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒}

(10)

𝑉𝑉𝑆𝑆 = 𝑍𝑍𝑆𝑆 ∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑎𝑎|𝐶𝐶) + m ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝑅𝑅𝑓𝑓

∗ (𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝐼𝐼𝑏𝑏|𝐶𝐶 + 𝐼𝐼𝑐𝑐|𝐶𝐶 + 𝐼𝐼𝑎𝑎|𝐷𝐷 + 𝐼𝐼𝑏𝑏|𝐷𝐷 + 𝐼𝐼𝑐𝑐|𝐷𝐷) + 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚

∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑏𝑏|𝐴𝐴 + 𝐼𝐼𝑐𝑐|𝐴𝐴)

(11)

𝑉𝑉𝑆𝑆 = 𝑍𝑍𝑆𝑆 ∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑎𝑎|𝐶𝐶) + 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐴𝐴 +
(1 − 𝑚𝑚) ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐷𝐷 + 𝑅𝑅𝑓𝑓 ∗

(𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝐼𝐼𝑏𝑏|𝐶𝐶 + 𝐼𝐼𝑐𝑐|𝐶𝐶 + 𝐼𝐼𝑎𝑎|𝐷𝐷 + 𝐼𝐼𝑏𝑏|𝐷𝐷 + 𝐼𝐼𝑐𝑐|𝐷𝐷)

+𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝐼𝐼𝑏𝑏|𝐶𝐶 + 𝐼𝐼𝑐𝑐|𝐶𝐶)

−𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐷𝐷 + 𝐼𝐼𝑏𝑏|𝐷𝐷 + 𝐼𝐼𝑐𝑐|𝐷𝐷) −

(1 − 𝑚𝑚) ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑏𝑏|𝐴𝐴 + 𝐼𝐼𝑐𝑐|𝐴𝐴)

(12)

𝑚𝑚 ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑏𝑏|𝐴𝐴 + 𝐼𝐼𝑐𝑐|𝐴𝐴) 

= 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐴𝐴 + (1 − 𝑚𝑚) ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐷𝐷 + 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚 

∗ (𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝐼𝐼𝑏𝑏|𝐶𝐶 + 𝐼𝐼𝑐𝑐|𝐶𝐶) − 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐷𝐷 + 𝐼𝐼𝑏𝑏|𝐷𝐷 + 𝐼𝐼𝑐𝑐|𝐷𝐷) 

−(1 − 𝑚𝑚) ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑏𝑏|𝐴𝐴 + 𝐼𝐼𝑐𝑐|𝐴𝐴) 
(13)

 (13)

Eq. (13) can be sorted by |a DI as Eq. (14).

(1 − 𝑚𝑚) ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐷𝐷 − 𝑚𝑚 ∗ 

𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐷𝐷 + 𝐼𝐼𝑏𝑏|𝐷𝐷 + 𝐼𝐼𝑐𝑐|𝐷𝐷) 
= 𝑚𝑚 ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚 

∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑏𝑏|𝐴𝐴 + 𝐼𝐼𝑐𝑐|𝐴𝐴) − 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 

∗ 𝐼𝐼𝑎𝑎|𝐴𝐴 − 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝐼𝐼𝑏𝑏|𝐶𝐶 + 𝐼𝐼𝑐𝑐|𝐶𝐶) 

+(1 −𝑚𝑚) ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑏𝑏|𝐴𝐴 + 𝐼𝐼𝑐𝑐|𝐴𝐴) 

(14)

𝐼𝐼𝑏𝑏|𝐷𝐷 = −𝐼𝐼𝑏𝑏|𝐶𝐶
𝐼𝐼𝑐𝑐|𝐷𝐷 = −𝐼𝐼𝑐𝑐|𝐶𝐶

(15)

𝐼𝐼𝑏𝑏|𝐷𝐷 =
−𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑏𝑏|𝐶𝐶 + 𝐼𝐼𝑐𝑐|𝐶𝐶) + 𝑚𝑚 ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐶𝐶 − 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝐼𝐼𝑏𝑏|𝐶𝐶 + 𝐼𝐼𝑐𝑐|𝐶𝐶)

(1 − 𝑚𝑚) ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 − 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚

+
𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑏𝑏|𝐴𝐴 + 𝐼𝐼𝑐𝑐|𝐴𝐴) − 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐴𝐴 + (1 − 𝑚𝑚) ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑏𝑏|𝐴𝐴 + 𝐼𝐼𝑐𝑐|𝐴𝐴)

(1 − 𝑚𝑚) ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 − 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚

(16)

𝐼𝐼𝐹𝐹 = 𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝐼𝐼𝑏𝑏|𝐶𝐶 + 𝐼𝐼𝑐𝑐|𝐶𝐶 + 𝐼𝐼𝑎𝑎|𝐷𝐷 + 𝐼𝐼𝑏𝑏|𝐷𝐷 + 𝐼𝐼𝑐𝑐|𝐷𝐷 (17)

𝑉𝑉𝐹𝐹 = 𝑅𝑅𝑓𝑓 ∗ (𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝐼𝐼𝑏𝑏|𝐶𝐶 + 𝐼𝐼𝑐𝑐|𝐶𝐶 + 𝐼𝐼𝑎𝑎|𝐷𝐷 + 𝐼𝐼𝑏𝑏|𝐷𝐷 + 𝐼𝐼𝑐𝑐|𝐷𝐷)

= 𝑉𝑉𝑆𝑆 − 𝑍𝑍𝑆𝑆 ∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑎𝑎|𝐶𝐶) + 𝑚𝑚 ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚
∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑏𝑏|𝐴𝐴 + 𝐼𝐼𝑐𝑐|𝐴𝐴)

(18)

𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼(𝐼𝐼𝐹𝐹)
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅(𝐼𝐼𝐹𝐹)

= 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼(𝑉𝑉𝐹𝐹)
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅(𝑉𝑉𝐹𝐹)

(19)

 (14)

If the fault type is a phase-to-ground and the faulted phase 
is considered as phase a, Eq. (15) will be achieved.

(1 − 𝑚𝑚) ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐷𝐷 − 𝑚𝑚 ∗

𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐷𝐷 + 𝐼𝐼𝑏𝑏|𝐷𝐷 + 𝐼𝐼𝑐𝑐|𝐷𝐷)
= 𝑚𝑚 ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚
∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑏𝑏|𝐴𝐴 + 𝐼𝐼𝑐𝑐|𝐴𝐴) − 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿

∗ 𝐼𝐼𝑎𝑎|𝐴𝐴 − 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝐼𝐼𝑏𝑏|𝐶𝐶 + 𝐼𝐼𝑐𝑐|𝐶𝐶)

+(1 − 𝑚𝑚) ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑏𝑏|𝐴𝐴 + 𝐼𝐼𝑐𝑐|𝐴𝐴)

(14)

𝐼𝐼𝑏𝑏|𝐷𝐷 = −𝐼𝐼𝑏𝑏|𝐶𝐶 

𝐼𝐼𝑐𝑐|𝐷𝐷 = −𝐼𝐼𝑐𝑐|𝐶𝐶  
(15)

𝐼𝐼𝑏𝑏|𝐷𝐷 =
−𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑏𝑏|𝐶𝐶 + 𝐼𝐼𝑐𝑐|𝐶𝐶) + 𝑚𝑚 ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐶𝐶 − 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝐼𝐼𝑏𝑏|𝐶𝐶 + 𝐼𝐼𝑐𝑐|𝐶𝐶)

(1 − 𝑚𝑚) ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 − 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚

+
𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑏𝑏|𝐴𝐴 + 𝐼𝐼𝑐𝑐|𝐴𝐴) − 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐴𝐴 + (1 − 𝑚𝑚) ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑏𝑏|𝐴𝐴 + 𝐼𝐼𝑐𝑐|𝐴𝐴)

(1 − 𝑚𝑚) ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 − 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚

(16)

𝐼𝐼𝐹𝐹 = 𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝐼𝐼𝑏𝑏|𝐶𝐶 + 𝐼𝐼𝑐𝑐|𝐶𝐶 + 𝐼𝐼𝑎𝑎|𝐷𝐷 + 𝐼𝐼𝑏𝑏|𝐷𝐷 + 𝐼𝐼𝑐𝑐|𝐷𝐷 (17)

𝑉𝑉𝐹𝐹 = 𝑅𝑅𝑓𝑓 ∗ (𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝐼𝐼𝑏𝑏|𝐶𝐶 + 𝐼𝐼𝑐𝑐|𝐶𝐶 + 𝐼𝐼𝑎𝑎|𝐷𝐷 + 𝐼𝐼𝑏𝑏|𝐷𝐷 + 𝐼𝐼𝑐𝑐|𝐷𝐷)

= 𝑉𝑉𝑆𝑆 − 𝑍𝑍𝑆𝑆 ∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑎𝑎|𝐶𝐶) + 𝑚𝑚 ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚
∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑏𝑏|𝐴𝐴 + 𝐼𝐼𝑐𝑐|𝐴𝐴)

(18)

𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼(𝐼𝐼𝐹𝐹)
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅(𝐼𝐼𝐹𝐹)

= 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼(𝑉𝑉𝐹𝐹)
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅(𝑉𝑉𝐹𝐹)

(19)

 (15)

On the other hand, Eq. (15) can be substituted in Eq. (14), 
yielding Eq. (16).
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 (16)

The faulted current can be written as Eq. (17). 

(1 − 𝑚𝑚) ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐷𝐷 − 𝑚𝑚 ∗

𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐷𝐷 + 𝐼𝐼𝑏𝑏|𝐷𝐷 + 𝐼𝐼𝑐𝑐|𝐷𝐷)
= 𝑚𝑚 ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚
∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑏𝑏|𝐴𝐴 + 𝐼𝐼𝑐𝑐|𝐴𝐴) − 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿

∗ 𝐼𝐼𝑎𝑎|𝐴𝐴 − 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝐼𝐼𝑏𝑏|𝐶𝐶 + 𝐼𝐼𝑐𝑐|𝐶𝐶)

+(1 − 𝑚𝑚) ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑏𝑏|𝐴𝐴 + 𝐼𝐼𝑐𝑐|𝐴𝐴)

(14)

𝐼𝐼𝑏𝑏|𝐷𝐷 = −𝐼𝐼𝑏𝑏|𝐶𝐶
𝐼𝐼𝑐𝑐|𝐷𝐷 = −𝐼𝐼𝑐𝑐|𝐶𝐶

(15)

𝐼𝐼𝑏𝑏|𝐷𝐷 =
−𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑏𝑏|𝐶𝐶 + 𝐼𝐼𝑐𝑐|𝐶𝐶) + 𝑚𝑚 ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐶𝐶 − 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝐼𝐼𝑏𝑏|𝐶𝐶 + 𝐼𝐼𝑐𝑐|𝐶𝐶)

(1 − 𝑚𝑚) ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 − 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚

+
𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑏𝑏|𝐴𝐴 + 𝐼𝐼𝑐𝑐|𝐴𝐴) − 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐴𝐴 + (1 − 𝑚𝑚) ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑏𝑏|𝐴𝐴 + 𝐼𝐼𝑐𝑐|𝐴𝐴)

(1 − 𝑚𝑚) ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 − 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚

(16)

𝐼𝐼𝐹𝐹 = 𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝐼𝐼𝑏𝑏|𝐶𝐶 + 𝐼𝐼𝑐𝑐|𝐶𝐶 + 𝐼𝐼𝑎𝑎|𝐷𝐷 + 𝐼𝐼𝑏𝑏|𝐷𝐷 + 𝐼𝐼𝑐𝑐|𝐷𝐷 (17)

𝑉𝑉𝐹𝐹 = 𝑅𝑅𝑓𝑓 ∗ (𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝐼𝐼𝑏𝑏|𝐶𝐶 + 𝐼𝐼𝑐𝑐|𝐶𝐶 + 𝐼𝐼𝑎𝑎|𝐷𝐷 + 𝐼𝐼𝑏𝑏|𝐷𝐷 + 𝐼𝐼𝑐𝑐|𝐷𝐷)

= 𝑉𝑉𝑆𝑆 − 𝑍𝑍𝑆𝑆 ∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑎𝑎|𝐶𝐶) + 𝑚𝑚 ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚
∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑏𝑏|𝐴𝐴 + 𝐼𝐼𝑐𝑐|𝐴𝐴)

(18)

𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼(𝐼𝐼𝐹𝐹)
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅(𝐼𝐼𝐹𝐹)

= 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼(𝑉𝑉𝐹𝐹)
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅(𝑉𝑉𝐹𝐹)

(19)

 (17)

where FI  is the faulted current. The rest of the parameters 
were described earlier. According to Eq. (11), the faulted 
phase voltage can be written as Eq. (18).

(1 − 𝑚𝑚) ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐷𝐷 − 𝑚𝑚 ∗

𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐷𝐷 + 𝐼𝐼𝑏𝑏|𝐷𝐷 + 𝐼𝐼𝑐𝑐|𝐷𝐷)
= 𝑚𝑚 ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚
∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑏𝑏|𝐴𝐴 + 𝐼𝐼𝑐𝑐|𝐴𝐴) − 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿

∗ 𝐼𝐼𝑎𝑎|𝐴𝐴 − 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝐼𝐼𝑏𝑏|𝐶𝐶 + 𝐼𝐼𝑐𝑐|𝐶𝐶)

+(1 − 𝑚𝑚) ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑏𝑏|𝐴𝐴 + 𝐼𝐼𝑐𝑐|𝐴𝐴)

(14)

𝐼𝐼𝑏𝑏|𝐷𝐷 = −𝐼𝐼𝑏𝑏|𝐶𝐶
𝐼𝐼𝑐𝑐|𝐷𝐷 = −𝐼𝐼𝑐𝑐|𝐶𝐶

(15)

𝐼𝐼𝑏𝑏|𝐷𝐷 =
−𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑏𝑏|𝐶𝐶 + 𝐼𝐼𝑐𝑐|𝐶𝐶) + 𝑚𝑚 ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐶𝐶 − 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝐼𝐼𝑏𝑏|𝐶𝐶 + 𝐼𝐼𝑐𝑐|𝐶𝐶)

(1 − 𝑚𝑚) ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 − 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚

+
𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑏𝑏|𝐴𝐴 + 𝐼𝐼𝑐𝑐|𝐴𝐴) − 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐴𝐴 + (1 − 𝑚𝑚) ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑏𝑏|𝐴𝐴 + 𝐼𝐼𝑐𝑐|𝐴𝐴)

(1 − 𝑚𝑚) ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 − 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚

(16)

𝐼𝐼𝐹𝐹 = 𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝐼𝐼𝑏𝑏|𝐶𝐶 + 𝐼𝐼𝑐𝑐|𝐶𝐶 + 𝐼𝐼𝑎𝑎|𝐷𝐷 + 𝐼𝐼𝑏𝑏|𝐷𝐷 + 𝐼𝐼𝑐𝑐|𝐷𝐷 (17)

𝑉𝑉𝐹𝐹 = 𝑅𝑅𝑓𝑓 ∗ (𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝐼𝐼𝑏𝑏|𝐶𝐶 + 𝐼𝐼𝑐𝑐|𝐶𝐶 + 𝐼𝐼𝑎𝑎|𝐷𝐷 + 𝐼𝐼𝑏𝑏|𝐷𝐷 + 𝐼𝐼𝑐𝑐|𝐷𝐷)

= 𝑉𝑉𝑆𝑆 − 𝑍𝑍𝑆𝑆 ∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑎𝑎|𝐶𝐶) + 𝑚𝑚 ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚
∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑏𝑏|𝐴𝐴 + 𝐼𝐼𝑐𝑐|𝐴𝐴) 

(18)

𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼(𝐼𝐼𝐹𝐹)
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅(𝐼𝐼𝐹𝐹)

= 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼(𝑉𝑉𝐹𝐹)
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅(𝑉𝑉𝐹𝐹)

(19)

 (18)

where FV  is the faulted phase voltage. The relationship 
between the voltage and current angles in the fault point will 
be equal to Eq. (19).

(1 − 𝑚𝑚) ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐷𝐷 − 𝑚𝑚 ∗

𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐷𝐷 + 𝐼𝐼𝑏𝑏|𝐷𝐷 + 𝐼𝐼𝑐𝑐|𝐷𝐷)
= 𝑚𝑚 ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚
∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑏𝑏|𝐴𝐴 + 𝐼𝐼𝑐𝑐|𝐴𝐴) − 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿

∗ 𝐼𝐼𝑎𝑎|𝐴𝐴 − 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝐼𝐼𝑏𝑏|𝐶𝐶 + 𝐼𝐼𝑐𝑐|𝐶𝐶)

+(1 − 𝑚𝑚) ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑏𝑏|𝐴𝐴 + 𝐼𝐼𝑐𝑐|𝐴𝐴)

(14)

𝐼𝐼𝑏𝑏|𝐷𝐷 = −𝐼𝐼𝑏𝑏|𝐶𝐶
𝐼𝐼𝑐𝑐|𝐷𝐷 = −𝐼𝐼𝑐𝑐|𝐶𝐶

(15)

𝐼𝐼𝑏𝑏|𝐷𝐷 =
−𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑏𝑏|𝐶𝐶 + 𝐼𝐼𝑐𝑐|𝐶𝐶) + 𝑚𝑚 ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐶𝐶 − 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝐼𝐼𝑏𝑏|𝐶𝐶 + 𝐼𝐼𝑐𝑐|𝐶𝐶)

(1 − 𝑚𝑚) ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 − 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚

+
𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑏𝑏|𝐴𝐴 + 𝐼𝐼𝑐𝑐|𝐴𝐴) − 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐴𝐴 + (1 − 𝑚𝑚) ∗ 𝑍𝑍𝑚𝑚 ∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑏𝑏|𝐴𝐴 + 𝐼𝐼𝑐𝑐|𝐴𝐴)

(1 − 𝑚𝑚) ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 − 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚

(16)

𝐼𝐼𝐹𝐹 = 𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝐼𝐼𝑏𝑏|𝐶𝐶 + 𝐼𝐼𝑐𝑐|𝐶𝐶 + 𝐼𝐼𝑎𝑎|𝐷𝐷 + 𝐼𝐼𝑏𝑏|𝐷𝐷 + 𝐼𝐼𝑐𝑐|𝐷𝐷 (17)

𝑉𝑉𝐹𝐹 = 𝑅𝑅𝑓𝑓 ∗ (𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝐼𝐼𝑏𝑏|𝐶𝐶 + 𝐼𝐼𝑐𝑐|𝐶𝐶 + 𝐼𝐼𝑎𝑎|𝐷𝐷 + 𝐼𝐼𝑏𝑏|𝐷𝐷 + 𝐼𝐼𝑐𝑐|𝐷𝐷)

= 𝑉𝑉𝑆𝑆 − 𝑍𝑍𝑆𝑆 ∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑎𝑎|𝐶𝐶) + 𝑚𝑚 ∗ 𝑍𝑍𝑆𝑆𝑆𝑆 ∗ 𝐿𝐿 ∗ 𝐼𝐼𝑎𝑎|𝐶𝐶 + 𝑚𝑚 ∗ 𝑍𝑍𝑚𝑚
∗ (𝐼𝐼𝑎𝑎|𝐴𝐴 + 𝐼𝐼𝑏𝑏|𝐴𝐴 + 𝐼𝐼𝑐𝑐|𝐴𝐴)

(18)

𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼(𝐼𝐼𝐹𝐹)
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅(𝐼𝐼𝐹𝐹)

= 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼(𝑉𝑉𝐹𝐹)
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅(𝑉𝑉𝐹𝐹)

 (19) (19)

where Im ( )Faginary I  and Im ( )Faginary V  are the
imaginary parts of the current and the voltage of the fault 
point, respectively. Re ( )Fal I  and Re ( )Fal V  are the real 
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parts of of the current and the voltage of the fault point, 
respectively. Eq. (19) can be rewritten as an objective function 
for the optimization algorithm using Eq. (20)

.

𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 = 

| 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼(𝐼𝐼𝐹𝐹)
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅(𝐼𝐼𝐹𝐹) − 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼(𝑉𝑉𝐹𝐹)

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅(𝑉𝑉𝐹𝐹) | 
(20) (20)

According to Fig 4, it should be noted that the current and 
voltage data of the “A” and “C” sides of the power system 
are captured by the protective relay, and fault location is 
estimated by the proposed optimization algorithm. 

5- Results and Discussions
The parameter values of the studied system are given

in Table 5.In order to validate the performance of the 
proposed algorithm, the power system illustrated in Fig 4 is 
simulated in the PSCAD software. The current and voltage 
of the distance relay will be captured as a Comtrade file and 
used by the proposed fault location function simulated in 
MATLAB software. In this regard, different fault conditions 
are implemented to evaluate the accuracy and speed of the 
proposed approach.

Among the various fault types, the phase-to-ground 
fault is one of the most possible faults in the power system. 
Moreover, the fault impedance in double-circuit lines is also 
another serious challenge due to the mutual impedance. To 
evaluate the performance of the proposed approach, different 

Table 5. Simulated Line Parameters

Parameter Positive and 

negative sequence 

impedance 

Zero-sequence impedance 

Voltage Level 345 (kV) self mutual 

Line Impedance 0.02+0.3j (Ω/km) 0.1458+0.8811j 0.1282+0.4610j 

Source Impedance 

(S side) 

0.25+7.4j (Ω) 1.7735+12.6286j - 

Source Impedance 

(R side) 

0.21+5.15j(Ω) 0.4404+7.7961j - 

Line Length 60.314km - - 

Table 6. Phase-to-ground fault results of the proposed approach Table 6. Phase-to-ground fault results of the proposed approach

Fault 

Distance 

Error (%) 
|Estimated⁡fault⁡location⁡– ⁡Real⁡fault⁡location|

Real⁡fault⁡location ∗ 100 

Zero Ω 0.5 Ω 5 Ω 50 Ω 100 Ω 150 Ω 

10% 0.01 0.011 0.01 0.012 0.011 0.011 

30% 0.01 0.018 0.024 0.03 0.04 0.037 

50% 0.03 0.034 0.04 0.039 0.048 0.052 

70% 0.04 0.049 0.052 0.06 0.055 0.064 

90% 0.05 0.056 0.057 0.055 0.055 0.056 
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fault distances with a phase-to-ground fault are implemented 
with an interval of 20%. One of the main factors in the 
investigation of fault location algorithms is fault impedance 
sensitivity. In order to consider this factor, fault impedance 
has been changed from 0 to 150 Ω. The simulation results are 
shown in Table 6.

To address the performance of the proposed algorithm 
in a three-phase fault type, this fault type is applied to the 
simulated power system. Table 7 shows the results of the 
proposed method.

In order to confirm the superiority of the proposed fault 
location, Table 8 provides a comparison with the other fault 
location approaches in terms of performance accuracy.

As can be seen from Table 8, the error value of the 
proposed method is much smaller than other fault location 
methods, and it operates more precisely. Moreover, in order 
to compare the proposed approach with other optimization 
algorithms, such as PSO and COA, these methods have been 
applied to the same power system when the fault occurs at 
0.2 of transmission line length from the ‘C’ side with the 
fault resistance of 10 (Ω). Fig 5 shows the execution time of 
simulation results.

Table 7. three-phase fault results of the proposed approachTable 7. three-phase fault results of the proposed approach

Fault 

Distance 

Error (%) 
|Estimated⁡fault⁡location⁡– ⁡Real⁡fault⁡location|

Real⁡fault⁡location ∗ 100 

Zero Ω 0.5 Ω 5 Ω 50 Ω 100 Ω 150 Ω 

10% 0.01 0.01 0.01 0.01 0.012 0.011 

30% 0.01 0.01 0.012 0.01 0.012 0.013 

50% 0.015 0.015 0.012 0.015 0.011 0.011 

70% 0.018 0.020 0.019 0.017 0.017 0.020 

90% 0.02 0.017 0.018 0.02 0.02 0.019 

Table 8. Comparison of the proposed method with other fault location methodsTable 8. Comparison of the proposed method with other fault location methods

Reference 

Error 
|Estimated⁡fault⁡location⁡– ⁡Real⁡fault⁡location|

Real⁡fault⁡location
∗ 100 

[29] 8.15 

[30] 1.29 

[31] 8.06 

Proposed method 0.052 
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Fig 6. IEEE 39-bus systemFig. 6. IEEE 39-bus system

Fig 5. Execution time analysis of the proposed approach, PSO, and COA in the same situation (the 

fault resistance is 10 (Ω) and the fault distance from sending end is 0.2)

Fig. 5. Execution time analysis of the proposed approach, PSO, and COA in the same situation (the fault 
resistance is 10 (Ω) and the fault distance from sending end is 0.2)
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In order to further investigation, the proposed method was 
tested in the IEEE 39-bus system (Fig 6), in which detailed 
generator model and constant impedance loads are taken into 
account [36]. Table 9 shows the simulation results of the 
proposed method in different fault resistances and different 
fault locations.

6- Conclusion
In this paper, the novel strategy based on the parallel

processing and local search strategy is presented. Due to the 
adaptive crossover and local search of the proposed approach, 
it can detect the Global Point of objective functions with 
higher accuracy and convergence speed than conventional 
methods, such as COA, ES-DE, and PSO. In addition, a 
new intelligent fault location approach for a double-circuit 
power system is presented. The main advantage is the simple 
structure (without the presence of any tedious mathematical 
equations) that begets a higher speed than the conventional 
approach to detecting the fault location. The other advantage 
of the proposed fault location is its impassibility to fault 
resistance. Both the novel optimization algorithm and the 
proposed intelligent fault location approach are superior to 
the conventional approaches.
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