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ABSTRACT: Double-circuit power systems are one of the main types of modern transmission lines
due to their reliability. Fault location in these transmission lines has always been a potential problem
due to the mutual coupling between lines. Accordingly, this paper presents a novel objective function
for the fault location using synchronous post-fault measurements of currents and voltages captured by
distance protective relays. Moreover, a fast and accurate modern metaheuristic optimization algorithm
for this cost function is proposed, which are key parameters to estimate the fault location methods based
on optimization algorithms. In this regard, first, the input data (current and voltage signals) were refined
using some auxiliary functions such as Fast Fourier transformation (FFT), Decaying Dc Elimination
(DDE), and frequency tracking algorithm to accurately extract the fundamental component of the
voltage and current signals. Afterwards, the proposed fault location based on the proposed metaheuristic
optimization algorithm estimates the fault location using these input signals. The main advantage of
the presented algorithm is the parallel estimation processing to improve the convergence speed and
the accuracy of the objective function of the fault location, and was applied to various fault types and
various operating conditions to validate the performance of the proposed approach. In addition, the
performance of the proposed method was compared with different fault location methods. The simulation
was implemented in the PSCAD and MATLAB® software. The simulation results show that the novel
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proposed approach outperforms other fault locations in estimating the fault location.

1- Introduction

In a power system, the faulty line section must be isolated
in a sufficiently short amount of time after its inception. In this
regard, protection relays have been utilized for identifying
the location of faults, in addition to reliable event detection,
and rapid system restoration. Hence, the Precise fault location
algorithm is an important part of the protection schemes [1].
Different methods were proposed to exactly specify the fault
location. In general, fault location methods can be divided into
five categories. These fault locations may use the fundamental
frequency of voltages and currents to use impedance-based
methods, traveling wave theory, intelligent-based methods
(or knowledge-based methods such as artificial intelligence
techniques), high-frequency signals generated by faults, or
wavelet transform-based methods.

A new approach based on the combination of the stability
of the impedance-based method and the precision of the
traveling waves was presented in [2]. An accurate one-
terminal fault location algorithm based on the principle of
short circuit calculation was presented by [3] and [4]. One
of the most critical problems of the methods based on the
one-terminal data was the fact that they are adversely affected
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by the fault resistance. A new approach based on the voltage
of both ends was addressed in [5] to eliminate the inherent
error of the current transformer. Authors in [6] presented a
new two-terminal numerical algorithm for fault location
and arcing fault recognition. In order to employ the time-
synchronized data of both ends of the power system, the
authors in [7] proposed a new fault locator approach based on
the Phasor Measurement Unit (PMU). A new method based
on the time-synchronized data of the terminals in a double-
circuit three-terminal transmission line was presented in
[8]. This study uses PMUs to obtain simultaneous scattered
measurements to formulate the fault location method. Due
to the requirements of extensive communication links, the
cost of commissioning is increased. A method based on the
unsynchronized measurements on both sides was presented
in [9-11]. Authors in [12-15] presented some methods based
on the traveling wave. According to these methods, the fault
inception and the arrival time of the traveling wave are used
to estimate the fault location. A new method of calculating the
speed of the earth mode component based on a single-ended
traveling wave-based fault location algorithm was addressed
in [16] to estimate the location of a fault. Authors in [17]

Copyrights for this article are retained by the author(s) with publishing rights granted to Amirkabir University Press. The content of this article
BY NG is subject to the terms and conditions of the Creative Commons Attribution 4.0 International (CC-BY-NC 4.0) License. For more information,

please visit https://www.creativecommons.org/licenses/by-nc/4.0/legalcode.


https://dx.doi.org/10.22060/eej.2022.21498.5477
https://www.orcid.org/0000-0003-0447-875X
https://www.orcid.org/0000-0001-9149-0882

M. Parpaei et al, AUT J. Electr. Eng., 55(1) (2023) 31-46, DOI: 10.22060/e¢j.2022.21498.5477

Table 1. Shortcomings of the previous methods

Reference Method Type Shortcomings
[2] Traveling wave High-frequency data
sampling
[3] and [4] Impedance based Sensitivity to the fault
resistance
[5] Impedance based Single  circuit  power
system
[6] Impedance based Single Phase to Ground
[9-11] Impedance based Single  circuit  power
system
[12-18] Traveling wave High-frequency data
sampling
[19] Numerical Single  circuit  power
algorithm system
[20] Optimization Single  circuit  power
algorithm system
[21, 22] Intelligent-based Implementing Difficulty

provide a method based on the time difference between the
primary traveling wave and reflection. A new approach,
including the accurate selection of faulty lines and a precise
fault locator, was proposed in [18]. The main weakness of
these methods is the need for high-frequency data sampling.
A fault-location algorithm without utilizing line parameters
based on the distributed line model was presented by [19]. In
[20], a cost function to estimate fault location was proposed
to reduce the simultaneous measurement errors. In [21, 22],a
long short-term memory network was used to locate the fault
in the network connected to wind turbines.

It should be noted that each of the existing fault locators
has its own shortcomings, such as measurement errors,
improper operation on two-circuit, sensitivity to the fault
resistance, and high-frequency data sampling. Table 1 shows
the shortcomings of the previous methods.

In this paper, a new objective function for the fault location
of double-circuit power systems is presented. Moreover,
a fast and accurate modern metaheuristic optimization
algorithm for the function of the fault location estimation
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on double-circuit power systems is proposed. The important
characteristics, which must be carefully considered in the
presented approaches, are speed and accuracy. In this regard,
parallel processing is used to improve its speed. Moreover,
to get sufficient estimation accuracy, a local search strategy
is employed. The performance of the proposed intelligent
optimization algorithm is compared to some other approaches,
such as Eagle Strategy Coupled [23], Cuckoo Optimization
Algorithm (COA)[24, 25], and Particle Swarm Optimization
(PSO) [26-28]. Moreover, it was compared with the other
kind of fault location methods presented in [29-31].

The rest of this paper is organized as follows. Section 2
discusses the proposed metaheuristic optimization algorithm.
This optimization algorithm is tested with ten benchmark
functions to address the accuracy and speed of the proposed
optimization algorithm in Section 3, where a comparison
is made with other conventional optimization algorithms.
Section 4 presents the proposed fault location based on the
Double-Circuit Power System. Results and discussions are
presented in Section 5. Finally, the conclusions appear in
Section 6.
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Fig. 1. Central points are the location of potential points

2- The Proposed Metaheuristic Optimization Algorithm

In this paper, a novel metaheuristic optimization algorithm
is presented. The proposed approach is based on parallel
search processing and an intensive local search strategy. This
strategy contains four main stages that lead the optimization
algorithm to the optimum point. These main stages are
initializing, parallel and local search strategy, crossover,
and convergence. Each step is completely described in the
following sections.

2- 1- Initializing
The proposed optimization algorithm needs a vector to
indicate initial points. This vector is defined as follows:

PP! = (PP, PPL,, ..., PPS,)

1
,Vie{1, 2, ...,parallel group size} M

where pp," is i'" potential points that show the location
ofthe i'" point in iteration , d is the dimension of the search
space, and is the number of parallel processing in the search
space. The stochastic initial points should be generated by
the continuous probability distribution. Lévy distribution is
a kind of distribution used to generate random numbers [26].
This distribution is as Eq. (2).

[ee]

L(s) = %f cos(rs) e~ edr (2)
0
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where is Lévy distribution, ¢y and are the constant
factors. The special cases are f=1 and =2 If [ is equal
tol, Eq. (2) becomes the Cauchy distribution, and when
[ is equal to 2, Eq. (2) becomes a normal distribution. In
this paper, it is considered that f=1 and B =2. Hence,
the stochastic initial points will be generated by the normal
distribution.

2- 2- Local Detection

In this stage, potential points keep searching the search
space according to the Search Radius (SR) specified
individually, as shown in Fig 1

InFig 1, SR is the Search Radius of i potential point
in iteration ¢ . It should be noted that SR is different from
points to point and is individually determined as Eq. (3).

Varrfw.x - Uarrglin

SRf = K X rand(0,1) X .
parallel group size

3)
vie{1,2, ..., parallel group size}

where K is a positive number, and rand (0,1) is a random
number based on the distribution. var! ~and var, - are
minimum and maximum of variables, respectively.

The local search individually detects the best point in each
circle. Therefore, a matrix that indicates the best local points
should be made as Eq. (4).
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BLP! = [BLPf;, BLP},,..,BLPL,], @
Vie{l, 2, ..., group size}
where BLP' is the best location point that ith point

(detected in its respective circle in iteration).

2- 3- Crossover

The crossover operator is an essential strategy to obtain
the global maximum/minimum point of the objective
function [32]. In this paper, a Stochastic Matrix () generated
by a random number based on the normal distribution is used
to make a Temporary Location () of the local points. Adaptive
crossover probability, , controls the crossover operator by Eq.

).

SME = (SMf, SM5,, ..., SM{;), )
Vie{1,2, ..., group size}
where SM i’ is a matrix randomly generated, and

Temporary Location (TL) of local points is given by:

SMf. rand(0,1) > Cr
rig, = { SM T
' BLP;;  otherwise (6)
Vie{1, 2, ..., group size},Vje{l, 2, ...,d}

where T L’ is a Temporary Location of the l’h local
point, BLP' is the best local point experienced by i th
potential pomt rand (0,1) is a random number based on the
normal distribution, and is C, the crossover probability and
is defined as Eq. (7).

1

Ta+ exp (—t) )

where is a constant number and is the iteration number.
If the Temporary Location leads to a better solution, it will be
replaced by the best local point as Eq. (8).

BLP! = { TL]  f(BLP}) > f(TL})
BLP} otherwise (8)
Vie{l,2, ..., group size}
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It is vital to note that Eq. (8) is for the cost function. If the
objective function is a profit function, Eq. (9) should be used.

BLP! = TL  f(BLP!) < f(TLY)
BLP} otherwise )
Vie{l,2, ..., group size}

2- 4- Convergence

When local points detect the better point, other points
move toward that location. The best point detected by the
whole local points is selected as a global optimum point
in the iteration, and other local points will converge to
this point for the next iteration. Therefore, the best point is
extracted from the best local point as a Global Point (GP)
. Each of the points moves only a percentage of the total
distance between the current local location and the global
optimum location (since the optimization algorithm covers
more points of search space). If it is assumed that the search
space is d-dimensional space, the point location for the next
iteration is a percentage of the total dlstance between the best
local point and the Global Point in l " dimension. Eq. (10)
represents the convergence to the Global Point.

DPft*  rand(01) x (GP{ — BLP{;) + BLP{;
DP;¥' _ rand(01) x (GP{ — BLP};) + BLP},
: : (10)
lopet]  |rand(o 1) x (6P — BLPS,) + BLPE, ]
Vie{l, 2, ..., group size}
where DP/"' is an i " Jocal point in iteration f +1,

GP! is the best point experienced by the whole local points
in iteration f , BLP' is the best local point experienced by
the th point, and d'is the dimension of search space.

3- Validation of the Proposed Optimization Method

In this section, the proposed optimization, ES-DE, COA,
and PSO have been applied to ten benchmark functions in
order to confirm the superiority of the proposed optimization
algorithm. The mean value (MEAN) and Standard Deviation
(SD) are surveyed to validate the superiority of the proposed
approach. The mean value states the average number of times
that optimization algorithms obtain the global optimum point,
and SD states the deviation from the mean value [33]. Table 2
presents the parameter values of the optimization algorithms.
Different parameter values have been tested and then the best
values are determined for each optimization method. Table 3
shows ten benchmark functions as touchstones [26, 32], and
Table 4 provides simulation results of the proposed approach,
ES-ED, COA, and PSO optimization algorithms. Function
evaluations are carried out 10 times for all optimization
algorithms.
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Table 2. Parameter values of the optimization algorithms

Parameter values of the proposed

algorithm

Parameter values of ES-DE

Group size of the

proposed approach 50 Stochastic population 50

K 0.4 F 0.5

a 1 C, 0.5

Parameter values of COA Parameter values of PSO

Cuckoo population 50 Particle number 50

a 30 w 0.95
Cy, Gy 2

Table 3. Details of benchmark functions used to validate the effectiveness of the proposed approach

Function
Function equation Domain fmin plot
name
D
X)) = z x;2 — 10cos (2mx;) + 10 Lk,
Rastrigin h i=1( l (2mxe) +10) —512<x <512 0 (o
X = [xl, X2, ...,.xD]
f2(X) = 418.98287074 = D
D
Schwefel - Z(xisin,/|xi|) —500 < x; < 500 0 Pasaaats
i=1
X = [xq, %5, ..., Xp]
D S
f5(0) = = ) (sin (x) X (sin (”“’ ))20)
3 &) = i -
Michalewice ¢ L
=1 O<x;<m ok i*
s
X = [xq, %3, .., xp]
D
£,(X) = —20exp | —0.2 D‘lz(xi)z
)
Ackley —32 < x; < 32 0 ?

D
—exp (D! Z cos(2mx;)
i=1

+ 20 + exp)

X = [xl, X2, ...,xD]

35
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Rosenbrock

D—-1
fs(X) = > (100(xi1 — x;2)* + (x;
3 Z .

-30<x; <30 <
-1?
X = [xl, X3, ...,XD]
D i
Rotated fe(X) = Z(Z xj)2 =100 < x;, x; 0 ,
hyper- =1 =1 < 100 -
ellipsoid
X = [xl, xz, ...,xD]
%6
f(X) = 4x? — 2.1x} + 1/3 + x1%,
Six- hump A2 4
4x5 + 4x; —5<xy,%, <5 -1.0 %/
camel Back
X = [x1, %3]
D
(X) = Z Xi z N
sphere Js i=1( 2 —-100 < x; < 100 0  —
X = [xl, xz, ...,xD]
D
Dixon&  fo(X) = (x; — 1) + Z i X (2% — x;_1)> .
. —-10< x; <10 0
price =1 ' %
X = [xl, X7, ...,xD]
D D
(X)=Z x-—12—2x-x-_ —D? < Xy, ., X .
Trid f10 - ( i ) - ti—1 1 D 2%

X = [xl, X2, ...,xD]

< D?

**Different optimum points in different n-dimensional search spaces

36
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Table 4. Numerical results of the proposed approach, ES, COA, and PSO for the benchmark functions
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1x9ST9T'1 | 1x6¥619'1
IxL68V8°S | 1x91EIL6
[x7€889°9 -
IxbL961'T | Tx6£801°T
IxSEVTST | 1x00880°C
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Ix9ZIETT | 1x06L96'S
Ix€ES9S°T | Tx8TEES'L
1x89LETT | 1x9STSL'Y
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Fig. 2. Convergence characteristic of the proposed approach, ES- DE, COA, and PSO in best-run
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The results in Table 4 confirm the performance of
the proposed approach to ES-DE, COA, and PSO. Both
Mean and SD parameters show the effectiveness of the
proposed approach. It is obvious that the proposed approach
outperforms ES-DE, COA, and PSO to detect the global
optimum point of objective functions. In order to investigate
the convergence speed of the proposed approach, ES-DE,
COA, and PSO are applied to the f | .f ,.f ;,andf , functions
that are multimodal. The outputs of the proposed optimization
algorithm, ES-DE, COA, and PSO versus time are provided
in Fig 2. As shown in this figure, the convergence speed of
the proposed approach is higher than the other mentioned
optimization algorithms.

4- The Proposed Fault Location Based on the Proposed
Method in a Double-Circuit Power System

In the practical application, the frequency tracking and
the Decaying Dc Elimination functions were applied to the
current and voltage signals to modify the input data of the
fault locator function [34, 35]. Generally, the expert system
can be used for fault classification to select the fault type and
its relative objective function, as shown in Fig 3.

In this section, a new objective function is presented to
detect the fault location based on the information of the current

38

,and f, functions

and voltage of the relay. The single line diagram of a double-
circuit power system with a fault to the ground is shown in Fig
4. One of the biggest challenges facing the protective relay
in this special type of power system is the mutual coupling
between lines. Each parallel circuit, in addition to the self-
impedance, experiences the mutual impedance generated by
the other parallel circuit.

As shown in Fig 4, a single fault occurs in one of the
circuits of the power system. The mutual coupling impedance
between the two circuit lines is inversely related to the spacing
between two lines. However, it is directly proportional to the
length of the coupled section. In this regard, two parts of the
coupled sections should be considered. Eq. (11) demonstrates
the source impedance voltage drop, the voltage drop between
relay location and fault point, fault impedance, and mutual
impedance voltage drop.

Vs = Zs % (Iyja + Igic) + m * Zgg % L % Iy c + Ry
* (Layc + Ipjc + lejc + lapp + Topp + Iepp) +m* Z (1)

* (Ia|A + Iy + Ic|A)



M. Parpaei et al, AUT J. Electr. Eng., 55(1) (2023) 31-46, DOI: 10.22060/e¢j.2022.21498.5477

Start

2
Sampling and holding
Voltage channels

v
Sampling and holding
current channels

Frequency tracking and

decaying DC elimination
v
Expert system as a fault
classification unit

v

Double-circuit

power system Y[‘

Objective function in

(1]

The proposed
objective function

L The proposed J

optimization algorithm

¥

Fault location

!
End

Fig. 3. the proposed fault location method

Part 1

Distance
A | Relay

=

=1

_. c
Zs

=@

Distance
Relay a

(m)Zsge .

A

b

|
Liand

_.c

Fig. 4. Single line diagram of a two-circuit power system

39

Ve



M. Parpaei et al, AUT J. Electr. Eng., 55(1) (2023) 31-46, DOI: 10.22060/e¢j.2022.21498.5477

where V' is the voltage source, ([,.>ly.51..),
LupsLynsLon) S urlygol.,) are  the three-phase
current of “C”, “D”, and “A” sides of Fig 4, respectively.
Z, is source impedance, m is fault location, Z sr 1s line
impedance per kilometer, L is transmission line length, Rf
is fault impedance, and Z , is mutual coupling impedance.

Similar to Eq. (11), for the next loop (A to B path),
Kirchhoff’s Voltage Law (KVL) is written as Eq. (12).

Vs = Zs * (Igja + Iaic) + Zsg * L % Igja +
(1—m)*Zgg * L *Igp + Rf *
(Lajc + Ipjc + Iejc + Lapp + Loip + Iep)
(12)
+m * Zp * (Igic + Ipjc + Loic)
—M * Ly * (Ia|D + Ipp + IC|D) -
(1 - m) *Lm * (IalA + IblA + Ic|A)

The parameters of Eq. (12) were described earlier.
According to Egs. (11) and (12), Eq. (13) can be obtained.

m * Zsg * L Igjc + M * Zy % (Iyya + Ipja + Igja)

=Zp*Lxlga+ (1 —m)*ZsgxL*lgp+m=*Zp,

(13)
* (Lajc + Ipjc + leic) =M * Zyn * (Iaip + Iojp + Iejp)
—(L=m) * Zyy * (Igya + Ipja + Igja)
Eq. (13) can be sorted by [a‘D as Eq. (14).
(I1—m)*Zgg * L *Igp —m *
Zm * (Ia|D + Ib|D + Ic|D)
=mx*Zgg * L*Ilgc+mxZy,
(14)

% (Igja + Ipja + Ioja) — Zsg * L
* Igpa — M * Zy * (Igjc + Ipjc + Leic)

+(1 - m) ¥ L * (Ia|A + Ib|A + IC|A)

If the fault type is a phase-to-ground and the faulted phase
is considered as phase a, Eq. (15) will be achieved.

Ipip = —Ipc
(15)

Ic|D = _Ic|C

40

On the other hand, Eq. (15) can be substituted in Eq. (14),
yielding Eq. (16).

—m*Z, (I +1,0)
(1-m)*Zgy *L-m*Z,

+m*Zg *L*1
(l—m)*ZSR *L-m*Z
—m*Z, *(Ie +10 +1,0) .
(1-m)*Zgy*L-m*Z,

VA

bID

(16)
m *Zm *(Ia\A +Ib\A +IC|A)
(1-m)*Zg *L-m*Z,
ZSR *L *Ia\A +
(1-m)*Zg*L-m*Z,

(1-m)*Z, *(1,, +1,,+1,,)

ald

(1-m)*Zg *L-m*Z,

The faulted current can be written as Eq. (17).

Ip = lgc + Ipic + leic ap +lpp +lep (17)

where 1 - is the faulted current. The rest of the parameters
were described earlier. According to Eq. (11), the faulted
phase voltage can be written as Eq. (18).

VF = Rf * (1a|C + Ib|C + IC|C + Ia|D + Ib|D + 1C|D)
=VS_ZS*(Ia|A+Ia|C)+m*ZSR *L*Ia|C+m*Zm(18)

* (IalA + lpja + IC|A)

where V' is the faulted phase voltage. The relationship
between the voltage and current angles in the fault point will
be equal to Eq. (19).

Imaginary(Iz) _ Imaginary(Vg)

(19)
Real(Iz) Real(Vy)

where Imaginary (I,,) and Imaginary V) are the
imaginary parts of the current and the voltage of the fault
point, respectively. Real (/) and Real (V) are the real
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Table 5. Simulated Line Parameters

Parameter Positive and Zero-sequence impedance
negative sequence
impedance
Voltage Level 345 (kV) self mutual

Line Impedance

Source Impedance  0.25+7.4j (Q)

0.02+0.3j (Q/km)

1.7735+12.6286j

0.1458+0.8811j

0.1282+0.4610j

(S side)
Source Impedance  0.21+5.15j(Q2) 0.4404+7.7961j -
(R side)
Line Length 60.314km - -
Table 6. Phase-to-ground fault results of the proposed approach
Error (%)
Fault |Estimated fault location - Real fault location| L6
*
Distance Real fault location
Zero Q 0.5Q 5Q 50 Q 100 Q 150 Q
10% 0.01 0.011 0.01 0.012 0.011 0.011
30% 0.01 0.018 0.024 0.03 0.04 0.037
50% 0.03 0.034 0.04 0.039 0.048 0.052
70% 0.04 0.049 0.052 0.06 0.055 0.064
90% 0.05 0.056 0.057 0.055 0.055 0.056

parts of of the current and the voltage of the fault point,
respectively. Eq. (19) can be rewritten as an objective function
for the optimization algorithm using Eq. (20)

Objective Function =

Imaginary(Iz) Imaginary(Vg) (20)

| Real(Ir) Real(Vg)

According to Fig 4, it should be noted that the current and
voltage data of the “A” and “C” sides of the power system
are captured by the protective relay, and fault location is
estimated by the proposed optimization algorithm.
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5- Results and Discussions

The parameter values of the studied system are given
in Table 5.In order to validate the performance of the
proposed algorithm, the power system illustrated in Fig 4 is
simulated in the PSCAD software. The current and voltage
of the distance relay will be captured as a Comtrade file and
used by the proposed fault location function simulated in
MATLAB software. In this regard, different fault conditions
are implemented to evaluate the accuracy and speed of the
proposed approach.

Among the various fault types, the phase-to-ground
fault is one of the most possible faults in the power system.
Moreover, the fault impedance in double-circuit lines is also
another serious challenge due to the mutual impedance. To
evaluate the performance of the proposed approach, different
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Table 7. three-phase fault results of the proposed approach

Error (%)
Fault |Estimated fault location - Real fault location|
Distance Real fault location * 100

Zero Q 0.5Q 5Q 50 Q 100 Q 150 Q
10% 0.01 0.01 0.01 0.01 0.012 0.011
30% 0.01 0.01 0.012 0.01 0.012 0.013
50% 0.015 0.015 0.012 0.015 0.011 0.011
70% 0.018 0.020 0.019 0.017 0.017 0.020
90% 0.02 0.017 0.018 0.02 0.02 0.019

Table 8. Comparison of the proposed method with other fault location methods

Error
|Estimated fault location - Real fault location|
Reference :

Real fault location

* 100
[29] 8.15
[30] 1.29
[31] 8.06
Proposed method 0.052

fault distances with a phase-to-ground fault are implemented
with an interval of 20%. One of the main factors in the
investigation of fault location algorithms is fault impedance
sensitivity. In order to consider this factor, fault impedance
has been changed from 0 to 150 Q. The simulation results are
shown in Table 6.

To address the performance of the proposed algorithm
in a three-phase fault type, this fault type is applied to the
simulated power system. Table 7 shows the results of the
proposed method.
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In order to confirm the superiority of the proposed fault
location, Table 8 provides a comparison with the other fault
location approaches in terms of performance accuracy.

As can be seen from Table 8, the error value of the
proposed method is much smaller than other fault location
methods, and it operates more precisely. Moreover, in order
to compare the proposed approach with other optimization
algorithms, such as PSO and COA, these methods have been
applied to the same power system when the fault occurs at
0.2 of transmission line length from the ‘C’ side with the
fault resistance of 10 (Q). Fig 5 shows the execution time of
simulation results.
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Table 9. Different three phases fault type scenarios

Error (%) Execution
Fault Fault | Fault |Estimated fault location - Real fault location| time
Location | Type | Distance Real fault location (seconds)
Zero Q 5Q 50 Q 0.010
Line 25- .| 10% 0.01 0.01 0.02
ABCG 0.012
26
Linel5- 50% 0.013 0.015 0.016
ABCG 0.011
16
Linel5- . | 80% 0.017 0.02 0.022
ABCG 0.013
16
Linel5- i 50% 0.029 0.041 0.042
6 AG 0.014

* ABCG= Three Phases to the ground fault type

In order to further investigation, the proposed method was
tested in the IEEE 39-bus system (Fig 6), in which detailed
generator model and constant impedance loads are taken into
account [36]. Table 9 shows the simulation results of the
proposed method in different fault resistances and different
fault locations.

6- Conclusion

In this paper, the novel strategy based on the parallel
processing and local search strategy is presented. Due to the
adaptive crossover and local search of the proposed approach,
it can detect the Global Point of objective functions with
higher accuracy and convergence speed than conventional
methods, such as COA, ES-DE, and PSO. In addition, a
new intelligent fault location approach for a double-circuit
power system is presented. The main advantage is the simple
structure (without the presence of any tedious mathematical
equations) that begets a higher speed than the conventional
approach to detecting the fault location. The other advantage
of the proposed fault location is its impassibility to fault
resistance. Both the novel optimization algorithm and the
proposed intelligent fault location approach are superior to
the conventional approaches.
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