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ABSTRACT: One of the critical components in most electromechanical systems are the bearing 
system. Therefore, a proper condition monitoring method that can classify the type and the severity 
of electrical machine faults in different load levels is crucial to avoid unwanted downtime and loss of 
operation. Non-invasive condition monitoring methods based on electrical signatures of machine in an 
electromechanical system, are considered as simple and cost-effective approaches for the fault detection 
process. In this paper, a deep learning approach based on a combination of temporal convolutions and 
Long Short Term Memory (LSTM) network is used for fault diagnosis. The two architectures are both 
shown to be effective for time-series classification and sequence modeling. Temporal convolutions 
are shown to be competent in feature extraction for time-series classification; however, they are rarely 
studied in bearing fault detection and classification in an electromechanical system. The presented 
method does not need any preprocessing or predetermined signal transformation, and uses the raw time-
series sensor data. In this regard, three different faults, as inner race, outer race, and balls are considered 
for validity of the proposed method. The results show that healthy cases can be separated from faulty 
cases in different load levels with high accuracy (95.8%). 
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1- Introduction
Three-phase induction machines have been widely used 

in industry due to low cost, simplicity, and working in differ-
ent rotational speeds. It is necessary to note that detecting 
mechanical and electrical faults in the nascent stage is crucial, 
especially for high power rating machine, where their servic-
es are costly and time-consuming. Moreover, the cost of line 
production loss also has to be considered in total cost. It has 
been measured that 40% - 50% of total failures of the squirrel 
cage induction machine are related to the bearing fault [1]. 
In other words, bearing faults are one of the major reasons 
for downtime in rotating machines. The main cause for this 
rate of failure is related to the mechanical fatigue that oc-
curred due to normal operation. Therefore, detecting bearing 
fault in the early stage can prevent unexpected downtime of 
the machine. The bearing fault may be originated from local-
ized faults that occurred in the inner raceway, outer raceway, 
and ball. Torque oscillation may be caused by passing the 
ball through the location of fault which depend on rotational 
speed, diameter of ball, and bearing, as well as the number of 
balls in the bearing system. The amplitude of faults depends 
on the type of faults and the defect extent. Thus, diagnosing 
localized fault in the bearing of the machine can prevent the 
extension of fault.

Condition monitoring for mechanical and electrical faults 
in electrical machines can be carried out through electrical 

and mechanical signatures of machines [2, 3]. Generally, 
these methods can be classified into two different classes 
as invasive and non-invasive methods. Since non-invasive 
methods such as fault detection using stator current do not 
need any additional external sensors, these methods are cat-
egorized as simple and cost-effective for condition monitor-
ing of electrical machines in electromechanical systems. It 
is worth mentioning that the effects of vibration originated 
from localized fault in the bearing of the machine are also 
reflected in the current of the machine. Therefore, Motor Cur-
rent Signature Analysis (MCSA) can be used for bearing fault 
detection process of the machine due to reliability and ease 
of use [4].  

Recently, advancements in the technologies of sensing 
and wireless communication, provide huge amount of data 
from operational machines. Consequently, data-driven condi-
tion monitoring of manufacturing systems, which can detect 
faults in the mechanical and electrical components of sys-
tem, is being actively studied [5]. The data is usually high 
dimensional, and the target systems involve multiple classes 
of interest. Many existing methods use manual extraction of 
the discriminative features, which require prior knowledge of 
signal processing techniques from the time domain, frequen-
cy domain, and time–frequency domain, based on electrical 
and mechanical signatures [6]. Additionally, shallow learn-
ing architectures may not lead to detection systems with the 
desired accuracy. 
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Deep Learning (DL) is increasingly used for automatic 
bearing fault diagnosis. Compared to the conventional ma-
chine learning methods, DL is superior in terms of feature 
extraction, diagnosis performances, and transferability [7]. 
Different deep architectures are used for machine health 
monitoring, such as Convolutional Neural Networks (CNNs) 
[8], auto-encoders [9], Deep Belief Networks (DBNs) [10], 
Recurrent Neural Networks (RNNs) [11], and Generative Ad-
versarial Networks (GANs) [12]. A comparison of different 
intelligent fault diagnosis systems, including traditional ML 
algorithms and deep architectures, is performed by Zhao et al. 
[13]. Despite the extensive literature on application of DL in 
bearing fault diagnosis, some recent deep learning schemes, 
which are shown to be effective in time series classification 
[14, 15] are rarely studied in this context.

CNNs are a popular deep architecture capable of extract-
ing features at different abstraction levels. Multiple studies 
use CNNs and their variations for the bearing fault diagno-
sis, commonly using up to four layers of convolution and 
pooling. Many studies apply different preprocessing steps in 
the time and frequency domain, and convert the signal to a 
two-dimensional format before giving it as input to the deep 
network. Chen et al. preprocess the vibration signals using 
different statistical measures in the time domain [8]. They 
also apply FFT to obtain the spectrum which is divided into 
multiple bands, further calculating the Root Mean Square 
(RMS) value to maintain the energy shape at the spectrum 
peaks. The preprocessed signal is then classified using a CNN 
architecture. Lu et al. adopt a four layer CNN structure for 
fault classification [16]. Wen et al. convert signals into two-
dimensional images and apply CNN based on LeNet-5 for 
fault diagnosis [17]. Their architecture has two alternating 
convolutional-pooling layers and two fully-connected lay-
ers. Padding is used to adapt the size of features. Zhang et al. 
transform data into spectrograms and use a deep fully convo-
lutional neural network with four convolution-pooling layer 
pairs [18]. Zhang et al. use a very deep CNN of 14 layers to 
perform in noisy environments [19]. Nevertheless, this archi-
tecture can increase the risk of overfitting.

Avoiding the conversion of data to a two-dimensional 
signal can simplify the diagnosis process. Qian et al. use 
an adaptive overlapping CNN, which directly processes the 
raw vibration signal and avoids the shift variant property of 
the signals [20]. Similarly, Eren et al. use an adaptive one-
dimensional CNN classifier for bearing fault diagnosis [21]. 
Although we also use one-dimensional CNNs, we apply 
them as temporal units in a Temporal Convolutional Network 
(TCN), which are shown to be superior for time series clas-
sification [14].

A Recurrent Neural Network (RNN) is trained consid-
ering a recurrent behavior and can capture sequential rela-
tionships in the input sequence. As a special architecture of 
RNNs, Long Short Term Memory (LSTM) networks have 
shown an outstanding performance in modeling the long-term 
dependency in data. Abed et al. apply RNN for bearing fault 
diagnosis [11]. They use discrete wavelet transform to ex-
tract features and further reduce them by applying orthogonal 

fuzzy neighborhood discriminative analysis. Pan et al. com-
bine a one-dimensional CNN, LSTM, and Softmax classifier 
to classify bearing fault types [22]. They use the raw signal 
without preprocessing. Yu et al. apply a hierarchical structure 
based on stacked LSTM to extract features from the raw tem-
poral signals [23]. 

In this paper, we benefit from both architectures of tem-
poral convolutions and LSTMs in a combined architecture 
for condition monitoring of bearing fault in induction ma-
chine. The use of temporal convolutions in health monitor-
ing of manufacturing systems is rarely studied. The current 
signals obtained from stator winding of induction machine 
in different load levels of healthy and faulty conditions are 
used as system input. In contrast to most previous works, 
which utilize extra preprocessing steps for feature extraction, 
we use the raw time-series sensor data as input. The effec-
tive features are learned by the deep architecture, and data 
is classified through a Softmax classifier. Therefore, the pro-
posed system can work without any transformations of the 
signal or manual feature extraction. In this regard, three dif-
ferent types of faults, commonly occurring in the bearing 
of the induction machine, are considered for confirmation of 
the presented model. The goal of the proposed method is to 
separate healthy and faulty signals under different loads and 
speeds. The experimental results show more than 95% ac-
curacy in classifying the bearing condition. We evaluate the 
system with different metrics and also visually demonstrate 
the capability of the deep network in discriminating different 
classes in the input data.

2- Localized Defect in Roller Bearing
As it is shown in Fig. 1, the roller bearing comprise of 

four components; inner ring, outer ring, ball, and cage which 
holds each ball in specific spaces form the others [1].

Mechanical faults on bearing system cause variation on 
the surface of mechanical components of roller bearing, such 
as ball, outer and inner ring. The occurred mechanical com-
ponents generate periodic variation on the vibration signal 
of motor. The amplitude of fault on motor vibration signals 
depends on level of load, extension of fault, the type and loca-
tion of fault. Therefore, all parameters, which effects on the 
amplitude of fault, need to be considered in order to avoid 
condition monitoring system from unwanted false alarm. Due 
to mechanical fault in the motor vibration signal, the location 
of generated frequencies depends on geometry of bearing, 
type of fault, and shaft speed. Consequently, each fault can 
be detected by specific frequency in vibration signal. Vibra-
t ion frequency generated by the mechanical fault 
in ball  ( bf ), inner and outer rings of roller bearing ( if  and 

of  ) are calculated as follows [24]:
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Where:
fr: frequency speed of shaft
Db: ball diameter
Dc: cage diameter
Dc: ball number
β: contact angle of ball

The vibration generated by roller bearing fault create har-
monics components around the fundamental frequency in the 
line current of motor as follows:
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Where:
fs: fundamental frequency

Therefore, due to some important characteristic such as sim-
plicity and being cost-effective, electrical signatures have 
been considered for fault detection in electrical machine.

3- Test-rig Description
A three-phase 250W, 380V, 50Hz Squirrel Cage Induction 

Motor (SCIM) for bearing fault detection and classification is 
considered. In order to analyse the effects of load and speed 
on fault identification and classification, digitally brake sys-
tem is linked to the SCIM through coupling. Consequently, 
machine can be tested under different load levels (Fig. 2). 
Bearing faults are created by drilling holes on 6202 healthy 
bearing (Fig. 3(a), Fig. 3(b)) with diameter of 1mm on inner 
raceway (Fig. 3(g) and Fig. 3h), outer raceway (Fig. 3(e), Fig. 
3(f) and Fig. 3(i)) and on the ball (Fig. 3(c) and Fig. 3(d)).

The stator current of SCIM is measured through three-
phase current sensor, and recorded with a sampling frequency 
of 2.5kHz with time duration of 10S for 50 times in each load. 
Since load variation affects the amplitude of fault index and 
leads to incorrect fault detection, the motor is tested in four 
different slips which cover extent range of motor operation 
(0.060, 0.047, 0.033 and 0.020). For sake of simplicity, all 
the collected data are classified in 16 classes in which A11, 
A21, A31 and A41 are healthy data collected in 0.060, 0.047, 
0.033 and 0.020 slips, respectively. Similarly, other classes 
are named as shown in Table 1.
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Fig. 1. Geometry of roller bearing 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Geometry of roller bearing
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4- Computational Model
The process of the bearing fault detection is shown in Fig. 

4. From the designed test rig, the training and test datasets are 
collected. The training dataset is used to build the classifica-
tion model, which is then used to predict the class label of the 
test data. In this section, we first describe the building blocks 
of the adopted architecture, then discuss the architecture in 
detail. Induction machine fault detection can be considered as 
a sequence classification task. Such task is a predictive mod-
eling problem where given a sequence of inputs over time; 
a category should be predicted for the sequence. This task 
is challenging as the sequences may vary in length and may 
require learning the dependencies among the input elements. 
Therefore, we consider two deep models which are suitable 
for such a modeling context, namely temporal convolutions 
and recurrent networks. We apply them in a conjoined man-
ner for sequence modeling. This combined model is shown to 
be effective in time series classification [22].

4- 1- Preliminaries
Convolutional Networks have shown to be effective 

for feature extraction from structural data through different 
abstraction levels. The Temporal Convolutional Network 
(TCN) is recently used for the sequence modelling tasks [15]. 
TCN is a framework employing casual convolutions and di-
lations suitable in modeling sequential data. TCNs have two 
main principles. First, the output has an identical length to the 
input (or shorter if desired), and second, there is no informa-
tion exposure from future to past. TCN uses a dimensional 
Fully Convolutional Network (FCN) architecture, and casual 
convolutions to satisfy the second principle.

RNNs [25] are high-level temporal classifiers, which 
are able to handle variable-length sequence inputs. They are 
capable of detecting modeling dependencies over different 
time scales in sequence of data. As electrical signatures have 
temporal inter-dependence, RNNs are natural candidates to 
model these sequences. An RNN computes the output de-

Table 1. Classification of collected data.Table 1. Classification of collected data. 

Slip Healthy 
Inner  

raceway fault 

Outer 

 raceway fault 

Ball 

fault 

0.060 A11 A12 A13 A14 

0.047 A21 A22 A23 A24 

0.033 A31 A32 A33 A34 

0.020 A41 A42 A43 A44 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 2. Bearing fault test bench 
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Fig. 3. Photograph and schematic of bearing in healthy (a, b) and faulty conditions with hole on inner raceway (g, h, k), outer 

raceway (e, f, i) and ball (c, d, j). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Photograph and schematic of bearing in healthy (a, b) and faulty conditions with hole on inner raceway 
(g, h, k), outer raceway (e, f, i) and ball (c, d, j).

 
Fig. 4. The process of bearing fault classification 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. The process of bearing fault classification
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pending of the current state on the outputs of the previous 
states. Therefore, the network outcome is influenced by what 
it has learnt from the past. In recent years, a main variant of 
RNN, named Long Short-Term Memory (LSTM) [26], has 
been developed and increasingly applied in different applica-
tions. LSTM is an RNN variation, which can model hidden 
temporal states by internal gating mechanisms and addresses 
the vanishing gradient problem in RNNs. LSTM networks 
excel at classifying and processing time series data, as such 
data may contain variable-length dependencies.

In an RNN, the input and hidden states are simply passed 
through a single tanh layer. LSTM networks improve on this 
simple transformation and introduce additional gates and a 
cell state. The cell state is used to remember values over arbi-
trary time intervals. The gates can adjust the flow of informa-
tion in and out of the cell. The forget gate controls persistence 
of a value in the cell, the input gate restrains entrance of a 
new value into the cell, and the output gate determines how 
much effect the cell value has on the cell output.

The hidden layer in an LSTM network consists of a set of 
recurrently connected units. At each time t, the vector  tx is 
given as input to the network. The equations (5-7) define the 
forget, input, and output gates of a block in the hidden layer, 
respectively. In an LSTM network with multiple hidden lay-
ers, the input vector  tx  is the output of the previous layer. 

tC , defined by equation (9), is the cell state at time t, and is 
computed from the previous cell state and the block input ( tC
) at time t. tC  is a tanh layer depending on the input (or the 
output  of the previous layers), and the output of the previous 
time step. th  , defined by equation (10), is the block output 
at time t.
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W  and U  are weight matrices, and b is the bias vec-
tor. Point-wise multiplication is shown by 

The cell state is used to remember values over arbitrary time intervals. The gates can adjust the 

flow of information in and out of the cell. The forget gate controls persistence of a value in the 

cell, the input gate restrains entrance of a new value into the cell, and the output gate determines 

how much effect the cell value has on the cell output. 

The hidden layer in an LSTM network consists of a set of recurrently connected units. At each 

time t, the vector 𝑥𝑥𝑡𝑡 is given as input to the network. The equations (5-7) define the forget, input, 

and output gates of a block in the hidden layer, respectively. In an LSTM network with multiple 

hidden layers, the input vector 𝑥𝑥𝑡𝑡  is the output of the previous layer. 𝐶𝐶𝑡𝑡, defined by equation (9), 

is the cell state at time t, and is computed from the previous cell state and the block input (𝐶̃𝐶𝑡𝑡) at 

time t. 𝐶̃𝐶𝑡𝑡 is a tanh layer depending on the input (or the output  of the previous layers), and the 

output of the previous time step. ℎ𝑡𝑡 , defined by equation (10), is the block output at time t. 

𝑓𝑓𝑡𝑡 = 𝜎𝜎(𝑊𝑊𝑓𝑓𝑥𝑥𝑡𝑡 + 𝑈𝑈𝑓𝑓ℎ𝑡𝑡−1 + 𝑏𝑏𝑓𝑓) (5) 

𝑖𝑖𝑡𝑡 = 𝜎𝜎(𝑊𝑊𝑖𝑖𝑥𝑥𝑡𝑡 + 𝑈𝑈𝑖𝑖ℎ𝑡𝑡−1 + 𝑏𝑏𝑖𝑖) (6) 

𝑜𝑜𝑡𝑡 = 𝜎𝜎(𝑊𝑊𝑜𝑜𝑥𝑥𝑡𝑡 + 𝑈𝑈𝑜𝑜ℎ𝑡𝑡−1 + 𝑏𝑏𝑜𝑜) (7) 

𝐶̃𝐶𝑡𝑡 = 𝑡𝑡𝑡𝑡𝑡𝑡ℎ(𝑊𝑊𝑐𝑐𝑥𝑥𝑡𝑡 + 𝑈𝑈𝑐𝑐ℎ𝑡𝑡−1 + 𝑏𝑏𝑐𝑐) (8) 

𝐶𝐶𝑡𝑡 = 𝑓𝑓𝑡𝑡ʘ𝐶𝐶𝑡𝑡−1 + 𝑖𝑖𝑡𝑡ʘ𝐶̃𝐶𝑡𝑡 (9) 

ℎ𝑡𝑡 = 𝑜𝑜𝑡𝑡 ʘ tanh (𝐶𝐶𝑡𝑡 ) (10) 

𝑊𝑊 and 𝑈𝑈 are weight matrices, and b is the bias vector. Point-wise multiplication is shown by ʘ 

sign, and 𝜎𝜎 is point-wise non-linear logistic sigmoid function. 

The Attention mechanism can also be applied to the LSTM architecture. Although LSTMs can 

learn long-range dependencies, their performance may degrade when the length of the input 

sequence increases, as long-range dependencies may not be learned properly. The Attention 

mechanism allows to give relative importance to elements in the input sequence. Thus, along using 

all the input, the network may focus on certain parts of the input sequence when trying to predict 

particular elements of the output sequence. This mechanism, which is now widely used in different 

context, was initially designed for the sequence to sequence models. It can lift the limitation of 

sign, and σ  is 
point-wise non-linear logistic sigmoid function.

The Attention mechanism can also be applied to the 
LSTM architecture. Although LSTMs can learn long-range 
dependencies, their performance may degrade when the 
length of the input sequence increases, as long-range depen-
dencies may not be learned properly. The Attention mecha-
nism allows to give relative importance to elements in the 
input sequence. Thus, along using all the input, the network 
may focus on certain parts of the input sequence when trying 
to predict particular elements of the output sequence. This 
mechanism, which is now widely used in different context, 
was initially designed for the sequence to sequence models. 
It can lift the limitation of fixed-length internal representation 
[27], and help improve the network performance for sequenc-
es of longer lengths.

4- 2- Network Architecture
The architecture is composed of two parts: LSTM block 

and FCN block. The LSTM network as previously discussed, 
is suitable for sequence classification. This block also con-
tains a dimension shuffle before the LSTM network. As 
LSTM networks commonly have the problem of overfitting, 
a dropout layer is used to mitigate this problem.

The FCN block consists of three convolutional layers as 
shown in Fig.5. LSTM-FCNs are able to augment FCN mod-
els, appreciably increasing their performance with a nomi-
nal increase in the number of parameters. LSTM cells can be 
replaced by Attention LSTM cells to construct the ALSTM-
FCN. 

The fully convolutional block views a time series of 
length N as a univariate time series with N time steps. In the 
LSTM block, on the other hand, the dimension shuffle layer 
transposes the input temporal dimension that an input uni-
variate time series of length N is turned into a multivariate 
time series (with N variables). This transformation improves 
the performance of LSTM block [14]. 

The Fully Convolutional Network (FCNs), comprised of 
three stacked temporal convolutions is shown in Fig. 6. Each 
convolution element consists of a temporal convolution fol-
lowed by batch normalization and ReLU activation, adopted 
from the CNN architecture proposed by Wang et al. [28]. 
This network can extract efficient features from the input se-
quence. The dimension is reduced at the end of the block with 
global average pooling. The output from the LSMT/ALSTM 
and FCN blocks is passed to a Softmax layer after concat-
enation. The Softmax layer performs the classification and 
assigns the signal to one of the 16 classes.

4- 3- Input Sequence
As mentioned earlier, we use the raw signal values in the 

time domain as input sequence to the network. However, re-
ducing the time complexity of training the network is pos-
sible by down sampling. For this purpose, we use the Largest 
Triangle Three Buckets (LTTB) algorithm [29]. This algo-
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rithm partitions the signal to a number of buckets equal to 
the desired approximation samples. The first and last buckets 
contain only the first and last data signal points, while other 
signal values are divided evenly into the remaining buckets.  
In each bucket, the data point that forms the largest triangle 
(in terms of area), with the average point of the next bucket 
and the point in the last bucket, is selected. The first and last 
data points along with these selected points constitute the 
down sampled signal.

5- Simulation Results
In this section we first describe the setup of the network 

and the evaluation measures. The evaluation results come 
next.

5- 1- Simulation Setup
The deep architecture was implemented using the Keras 

library with TensorFlow [29], and we trained the model us-
ing the Adam optimizer with initial and final learning rates of 
1e−3 and 1e−4, respectively. The number of training epochs 
was set to 1500. The initial batch size was set to 128, and a 
dropout rate of 80% was used. The number of LSTM blocks 
is set to 64. The dataset is divided to two train (80%) and test 
(20%) subsets to be used in the experiments.

5- 2- Evaluation Measures
We use several metrics to assess the algorithm perfor-

mance from different perspectives. As we are performing 
classification to predict the induction machine fault and its 
severity, we use the well-established measures in this context. 

 
Fig. 5. LSTM-FCN architecture 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. LSTM-FCN architecture

 

Fig. 6. The FCN structure of the LSTM/ALSTM-FCN network architecture 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6. The FCN structure of the LSTM/ALSTM-FCN network architecture
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The accuracy measures the percent of correctly classified 
instances among all classes. In a two-class scenario, the target 
class can be seen as positive and the other as negative. Af-
ter classifying the instances, the number of positive/negative 
samples correctly classified, are referred to as True Positive 
(TP), and True Negative (TN) respectively. The number of 
positive/negative samples incorrectly classified, are referred 
to as False Negative (FN), and False Positive (FP) respective-
ly. In the case of more than two classes, a one-vs-all scheme 
may be used, where the class of interest is considered positive 
and the other classes are negative.

The precision and recall metrics as defined by the equa-
tions (11) and (12), measure the proportion of correct identi-
fications, and the proportion of actual positive samples which 
were identified, respectively.
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Higher precision and recall values indicate better perfor-
mance of the algorithm in terms of correct classifications. 
The F1-score combines these two measures to obtain a single 
measure of performance.
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An AUC-ROC curve demonstrates the capability of the 
model in discriminating the classes. To plot the ROC curve, 
the discrimination threshold of the classifier is varied and per 
each threshold value, TPR (True Positive Rate or Sensitivity), 
and FPR (False Positive Rate or 1- Specificity) are measured 
and plotted. TPR is similar to recall and FPR is defined in 
equation (14). AUC is the Area Under the Curve of ROC and 
its larger values indicate better classification performance.
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Moreover, as we have a multi-class problem, ROC should 
be extended to such context. Instead of plotting ROC for each 
class, the micro and macro averages may be plotted. Macro-
averaging computes the TPR and FPR metrics independently 
for each class and takes the average by giving equal weight to 
all classes. In the micro-average method, the individual true 
positive, false positive, and false negative values are com-
puted for each class and aggregated to get the statistics [21].

5- 3- Experiments
We first train the network and compare the two models, 

LSTM-FCN and ALSTM-FCN in terms of accuracy. As dem-
onstrated from Table 2, both networks achieve high accuracy 
values with ALSTM-FCN being superior. This result shows 
that learning-based fault detection of the induction machine 
is effective.

The precision, recall, and F1-score of LSTM-FCN and 
ALSTM-FCN models are presented in Tables 3 and 4, re-
spectively. The average F1-score is 0.92 and 0.96 for the two 
models, respectively. This shows that the model is perform-
ing near optimal in discriminating healthy and faulty func-
tions of the machine. This result is further demonstrated by 
the ROC curves of Figs. 7 and 8. The AUC of both curves 
is almost one, with ALSTM/FCN performing slightly (1e-4) 
better. In Fig. 9, the precision, recall and F1-scores are shown 
for healthy and fault categories averaged over different slip 
values. As illustrated, the ALSTM-FCN is superior in nearly 
all cases. However, according to precision, it majorly outper-
forms the LSTM-FCN in the outer raceway and ball faults, 
meaning that it has relatively higher true positives or less 
false positives in these classes. According to recall, it outper-
forms LSTM-FCN majorly in the healthy and inner raceway 
fault classes, meaning that it has relatively higher true posi-
tives or less false negatives. Combining the two measures, 
ALSTM-FCN outperforms LSTM-FCN in all categories in 
a nearly uniform manner. Overall, the results show that both 
networks have high performance in predicting the machine 
condition with the ALSTM/FCN network being superior.

Table 2. Performance of the models on the test datasetTable 2. Performance of the models on the test dataset 

Model LSTM-FCN ALSTM-FCN 

Accuracy (%) 92.00 95.80 
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Table 4.  Individual precision, recall and f1-score 
measurements of 16 classes for ALSTM-FCN network.

 

Table 4.  Individual precision, recall and f1-score measurements of 16 classes for ALSTM-FCN network. 

 Class Precision Recall F1-Score 

 
H_1410 0.94 0.94 0.94 
H_1430 0.96 0.93 0.95 
H_1450 0.96 0.96 0.96 

 
H_1470 0.97 0.94 0.95 
F_OR_1410 0.95 1.00 0.97 
F_OR_1430 0.96 1.00 0.98 

 
F_OR_1450 1.00 0.89 0.94 
F_OR_1470 0.97 0.97 0.95 
F_IR_1410 0.89 1.00 1.00 

 
F_IR_1430 1.00 1.00 1.00 
F_IR_1450 1.00 1.00 1.00 
F_IR_1470 1.00 1.00 1.00 

 
F_BA_1410 0.97 0.97 0.97 
F_BA_1430 0.92 0.88 0.90 
F_BA_1450 0.91 0.94 0.93 

 F_BA_1470 0.89 0.97 0.93 
   Accuracy 95.80% 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 3. Individual precision, recall and f1-score meas-
urements of 16 classes for LSTM-FCN network.Table 3. Individual precision, recall and f1-score measurements of 16 classes for LSTM-FCN network. 

 Class Precision Recall F1-Score 

 

H_1410 0.91 0.88 0.89 

H_1430 0.93 0.93 0.93 

H_1450 0.91 0.91 0.91 

 

H_1470 0.97 0.71 0.82 

F_OR_1410 0.95 0.95 0.95 

F_OR_1430 0.88 0.92 0.90 

F_OR_1450 0.90 0.97 0.93 

F_OR_1470 0.90 0.96 0.93 

F_IR_1410 1.00 1.00 1.00 

F_IR_1430 1.00 0.95 0.98 

F_IR_1450 0.97 1.00 0.98 

F_IR_1470 0.90 0.96 0.93 

F_BA_1410 0.88 0.88 0.88 

F_BA_1430 0.85 0.97 0.91 

F_BA_1450 0.76 0.97 0.85 

 F_BA_1470 0.91 0.96 0.93 

   Accuracy 92.00% 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 7. ROC curve for Multi-Class LSTM-FCN 
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Fig. 8. ROC curve for Multi-Class ALSTM-FCN 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8. ROC curve for Multi-Class ALSTM-FCN
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Fig. 9. Average (a) precision, (b) recall and (c) f1-score measurements of healthy and different fault categories for 

LSTM/ALSTM-FCN networks 
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Fig. 9. Average (a) precision, (b) recall and (c) f1-score measurements of healthy and different fault categories for 
LSTM/ALSTM-FCN networks
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Fig. 10. Feature visualization via t-SNE for the test dataset: t-SNE for (a,b) the ALSTM structure of the ALSTM-FCN 

architecture, (c,d) the FCN structure, and (e) the Softmax layer 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 10. Feature visualization via t-SNE for the test dataset: t-SNE for (a,b) the ALSTM structure of the ALSTM-
FCN architecture, (c,d) the FCN structure, and (e) the Softmax layer

To visually inspect the classes in the data and performance 
of network in discriminating different conditions, the t–SNE 
(t- Distributed Stochastic Neighbor Embedding) can be used. 
This algorithm provides a means of visualizing complex 
high-dimensional datasets [32]. Hidden patterns in the data, 
sketched in two- or three-dimensional spaces based on this al-
gorithm, can be inspected. It transposes similarities between 
data points to joint probabilities, and tends to minimize the 
Kullback–Leibler divergence between the joint probabilities 
of low dimensional embedding and high dimensional data. 
Fig. 10 shows t-SNE for the ALTSM-FCN network. As il-
lustrated, the network is successful in discriminating data of 
different classes into distinguished groups.

6- Conclusion
In this paper, a new approach of bearing fault detection 

and classification for induction machines is proposed based 
on the stator current signature. In this regard, two deep archi-
tectures which are both shown to be effective in classifying 
sequences are jointly used in a combined architecture. Tem-
poral convolutions use 1D CNNs in a temporal manner and 
are effective in extracting features from time-series data. The 
LSTM network can detect dependencies in the input sequence 
elements. The combined architecture along with the Softmax 

classifier is effective for bearing fault diagnosis as shown in 
the experiments. In comparison to the traditional fault detec-
tion approaches, the proposed method minimizes the need for 
expert supervision, manual feature extraction, and predeter-
mined signal transformations. The proposed method does not 
need any pre-processing phase and directly uses raw time-se-
ries of electrical signals for fault detection and classification. 
The results show that the faulty and healthy cases in different 
load levels can be separated with high accuracy of 95.8%.
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