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ABSTRACT:  In this paper, two different methods of human activity recognition based on video signals 
are introduced. The first method explores the effectiveness of combining feature descriptors obtained 
by local descriptors and artificial neural network classifier. It is used in the traditional approach and the 
local descriptors extract interest points or local patches from the videos, and the feature vectors are later 
constructed based on the intrests, and eventually feature vectors are used as the input of a two-layer feed-
forward artificial neural network (ANN). Experimental results show that using the HOG3D descriptor 
with ANN gives the best performance. On the other hand, deep learning architectures have attracted 
much consideration for automatic feature extraction in the last years, so an improved 3D convolutional 
neural network architecture is also designed as the second method. They are implemented and compared 
with state-of-the-art approaches on two data sets. The results exhibit that method 1 is superior when the 
shortage of sample data is the main restriction. It respectively achieves recognition accuracies of 97.8% 
and 99.8% for the Weizmann and KTH action data sets. In addition, method 2 is considerable for its 
automatic features extraction, and achieves an acceptable result with lots of original training data. As a 
result, it gets recognition accuracy of 92% for the KTH data set while this value is drastically reduced 
for the Weizmann data set.
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1- INTRODUCTION
The aim of activity recognition is to identify human 

activities in real-life scenarios. Correct activity recognition 
is challenging to achieve since human activity is complicated 
and very different from each other. There are many studies 
reported for different usages based on human activity 
recognition, especially sport activity, pedestrian traffic, 
healthcare applications and etc. These approaches [1–4] can 
be split into traditional methods with their hand-crafted 
features and deep learning architectures with their automatic 
feature extraction. 

Local descriptors are applied to discriminate the human 
activity videos in the traditional methods. These effective 
descriptors concentrate on special local patches that are 
defined by interest point detectors or densely sampling [5] 
and robust to partial occlusion, rotation and background 
noise [6]. 

Laptev [7] showed 3D Harris corner by calculating local, 
spatiotemporal N-jets as the descriptor. The descriptor 
is scale-invariant since they estimate the spatiotemporal 
extents of detected events by maximizing a normalized 
spatiotemporal laplacian operator over spatial and temporal 
scales. In addition, the proposed descriptors are demonstrated 
to be robust to occlusions and dynamic cluttered backgrounds 
in the human motion analysis. 

Lowe proposed the scale-invariant feature transform 
(SIFT) [8]. It is broadly applied in local presentation for its 
scale and rotation invariance, as well as the robustness to affine 
distortion, variations in 3D viewpoint, addition of noise and 
variation in illumination. Scovanner et al., [9] presented a 3D 
SIFT descriptor and applied it on human activity recognition. 
The 2D gradient magnitude and orientation are expanded in 
3D formulation; therefore, forming the sub-histograms that 
code the 3D SIFT descriptor. As a result, videos are defined as 
a bag of spatiotemporal words using the 3D SIFT descriptor. 
In addition, a feature grouping histogram, that groups the 
co-occurred words out of the original, is utilized to make a 
more distinctive action video representation, and applied for 
classification. 

The speeded-up robust features (SURF) [10] method 
is a scale and rotation invariant detector and descriptor. 
The most significant feature of SURF is the advancement of 
performance comparing to the prior method. In the interest 
point detection, the method uses a strategy that analyzes 
the input image at different scales to guaranty invariance to 
scale variations. Uijlings et al., [11] proposed the histogram 
of oriented gradients (HOG) and histogram of flow (HOF) 
descriptors. Klaser et al., [5] generalized the HOG descriptor 
to videos and introduced the HOG3D. Integral images 
are expanded to integral videos for effective 3D gradient 
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computation. 
Guha et al., [12] defined an efficient approach for finding 

and calculating main motion templates. The features are 
designed to acquire the distinctive, scale-invariant region 
that has important information about the local changes of the 
signal along both spatial and temporal dimensions, that are 
the Local Motion Pattern (LMP) descriptors. 

In the traditional approaches based on local descriptors, 
extracted features were classified using parameters 
optimization [5], support vector machines (SVM) [11, 13-
14], or random sample reconstruction (RSR) [12]. Abdelbaky 
et al., [3] calculated several short-time motion energy images 
to acquire motion information. Hierarchical local motion 
features are learned from these images by the deep design of 
PCANet, and their dimension is decreased by applying the 
principal component analysis algorithm. Eventually linear 
SVM is used for classifying the extracted features. Khan 
et al., [1] accomplished recognition in two main stages. 
Preprocessing and segmentation for extracting saliency map 
are done in the first stage. In addition, classifying is performed 
by neural network on the extracted features in the second stage. 
In [2], view-invariant features are acquired by extracting the 
holistic features from different temporal scales. Later, three 
operational systems are evaluated for classifying features. 
Singh et al., [4] applied discrete wavelet transform and SVM 
classifier for recognition. Scale and color normalization are 
applied in the first step. Background subtraction is applied in 
the next step to remove any extra affect in the background. 
Later, wavelet features are extracted from all the resulted 
frames of video for the classification step. In section [15], 
Maclaurin coefficients of the density function and moments 
of the distribution are used to encode the distribution of the 
video descriptors. 

On the other hand, there has recently been an increasing 
interest in deep designs methods, for their automatic feature 
construction process. One of the most common deep designs 
is the convolutional neural network (CNN) architecture. This 
model extracts features from both the spatial and the temporal 
dimensions by doing 3D convolutions, and acquiring the 
motion information coded in several neighbor frames [16]. 
Ji et al., [17] produced multiple channels of information 
from the input frames by performing 3D convolutions. They 
demonstrated adding optical flow as another input modality 
can considerably enhance the recognition performance. 
Therefore, four different channels of information were 
generated by optical flows and gradients in the horizontal and 
vertical directions from each frame to apply to 3D CNNs [18]. 
Similarly, in [19], the 3D CNN was constructed to process 
multi-channel features that are produced by processing the 
training samples through the gray scale, improved L-K optical 
flow and Gabor filter. Liu et al., [20] proposed Temporal 
Convolutional 3D Network (T-C3D) for real-time processing, 
that the temporal dynamics of the whole video are explored 
with a new temporal encoding method.

In this study, two different methods for activity recognition 
are proposed. Method 1 is categorized into traditional 
approaches and consists of four steps. Interest points or local 

patches are extracted from the videos, and feature vectors 
are constructed in the initial step. For achieving a robust 
descriptor against noise and positional uncertainties, 2D 
Gaussian blurring is applied in the second step. Dimensionality 
reduction for increasing processing speed is applied by 
random projection in the next step. These extracted features 
are classified with an ANN in the final step. This method is 
implemented on two different data sets. Experimental results 
show that by combining the last three steps and applying 
them after the first step (extracted features), efficiency is 
significantly improved compared to other methods. Recently 
3D-CNN based architectures have attracted a great amount of 
attention for their automatic feature extraction property. They 
have various hyper parameters (layer numbers, filter numbers, 
kernel size, pool size, etc.) that must be tuned in an end-to-
end manner. An improved 3D-CNN is designed as method 2 
and its hyper parameters are adjusted and optimized. These 
two methods can be compared by their experimental results 
on two various types of data sets. 

The major contributions are listed below: 
1) A powerful traditional method for human activity 

recognition is proposed as method 1. It achieves significant 
efficiency compared to other methods. 

2) An improved 3D-CNN is designed as method 2 for its 
popularity of deep-learning architectures. 

3) A comparison of these two methods’ performance is 
performed for various types of data sets. By investigating the 
efficiencies, it can be derived that method 1 gives remarkable 
efficiency by extracting powerful distinctive features while the 
efficiency of method 2 extremely relies on the diversity of data 
available for training. 

The rest of this study is formed as follows: proposed 
methods are presented in the next section. Later the methods 
are implemented on two data sets, and experimental results 
are discussed. Finally, the performance of these two methods 
is investigated on different data sets, and their results are 
compared with those of the state-of-the-art approaches.

2- METHODS
two methods are introduced in this section. First, an ANN 

based architecture is proposed as method 1. Later, an extended 
3D-CNN based architecture is presented as method 2.

2-1- Method 1: ANN based architecture
Method 1 consists of four steps as presented in Fig. 

1: Interest point detection and features description, 2D 
Gaussian blurring (remove mean), dimensionality reduction 
(random projection) and classification using ANN, which are 
described below. 

Interest points and local patches are extracted from the 
frames of video based on the local descriptors. Later, feature 
vectors are constructed. As mentioned in section [12], for 
achieving a powerful descriptor, 2D Gaussian blurring is 
performed in the spatial domain to ignore minor changes. It 
enhances the robustness of the descriptor against noise and 
positional uncertainties. 

Achieved descriptors are high-dimensional and intensely 
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restricts the speed and applied applicability. A natural way is 
to decrease the dimensionality. Recently, random projection 
(RP) [21] has appeared as a strong tool in dimensionality 
reduction. Theoretical results demonstrate that the 
projections on a random lower dimensional subspace can 
retain the distances between vectors perfectly. The RP is data 
independence, simple, and fast [12]. 

Different studies had proven that artificial neural network 
can classify data accurately. It is the electronic network of 
neurons that is formed into layers called input, hidden and 
output. Multiple hidden layers can be in a neural network. It 
also contains one node for each class in the output layer. ANN 
generates its predictions in the form of a set of real values or 
Boolean decisions.

2-2- Method 2: 3D-CNN based architecture
To identify human action in videos along with spatial 

features, it is also essential to acquire the motion information 
encoded in several continuous frames. So 3D convolution 
is gotten by convolving a 3D kernel to the cube constructed 
by stacking several continuous frames together. By this 
formation, the feature-maps in the convolution layer are 
connected to several continuous frames in the previous layer, 
so acquiring motion information.

The improved layout of 3D-CNN designed for this task 
is shown in Fig. 2. In this layout, 29 consecutive frames with 
size of 70 × 70 are considered as input to the 3D convolutional 
neural network (input is [70 × 70 × 29] array). This design has 
seven layers containing the input layer. After the input layer, 
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Fig. 1. Block diagram of method 1 
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 1 FM[70][70][29]               7 FM[32][32][25]                 30 FM[13][13][21]           10 FM[9][9][19]              15 FM[5][5][17]          
N1                 N2 
                                             C1: W [7× 7 × 5]                 C2: W [7× 7 × 5]            C3: W [5× 5 × 3]            C4: W [5× 5 × 3]       + Dropout 
(0.5) 
                                             SF [2× 2 × 1]                       SF [2× 2 × 1]                  SF [1× 1 × 1]                  SF [1× 1 × 1] 
 

FM: Feature Map 
W: Kernel Weights 

SF: Sampling Factor 

Fig. 2. The processing pipeline of the method 2 

29 continuous input frames have been converted into a 6375D ((5 × 5 × 17) × 15) vector, taking the motion 

information in the input frames, after all the convolutional layers. Then the neuron layers (N1 and N2) act as 

a multilayer perceptron classifier on the 6375D input. N1 equals to 50 nodes and thast layer has N2 nodes 

corresponding to N2 various actions. Back-propagation algorithm is applied for training this architecture. 

3. Researches 

In this section, researches were performed on two types of action data sets for comparing the performance of 

these two methods. 

3-1- Data sets 

Two public data sets were taken into consideration: Weizmann and KTH data sets. These data sets are very 

popular benchmark used in many action recognition studies. 

Weizmann data set [22] includes 90 low-resolution videos of nine persons, each doing 10 actions: bend, 

jumping jack, jump forward, jump in place, run, gallop sideways, skip, walk, one-hand-waving and two-hands-

waving. Their resolution is 180×144 pixels with 50 fps frame rate.  
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Fig. 2. The processing pipeline of the method 2
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two convolution layers (C1 and C2) exist in which each layer 
has two steps (i.e. convolution followed by sub-sampling). 
They are followed by 3rd and 4rd convolution layers (C3 
and C4), where no sub-sampling takes place (sub-sampling 
factor=1). They are later followed by neuron layer (N1 = 50), 
dropout with value of 0.5 to avoid overfitting and neuron layer 
(N2 = the number of actions), containing the output layer. 
The last two layers are fully-connected. First convolution 
layer (C1), contains 7 feature maps of size 32 × 32 × 25 (32 
× 32 in spatial dimensions and 25 in temporal dimension). 
It is acquired by performing 7 different 3D kernels of size (7 
× 7 × 5) tracked by sub-sampling of factor 2. Sub-sampling 
is done to resist small spatial distortions. Thus a CNN with 
multiple subsampling layers allows the processing of large 
inputs. Second convolution layer (C2), contains 30 feature 
maps of size 13 × 13 × 21. It is acquired by performing 3D 
kernels of size 7 × 7 × 5 tracked by sub-sampling of factor 2. 
Third convolution layer (C3), contains 10 feature maps of size 
9 × 9 × 19 acquired by performing 3D kernels of size 5 × 5 × 3 
on layer C2. Forth convolution layer (C4), contains 15 feature 
maps of size 5 × 5 × 17 acquired by performing 3D kernels 
of size 5 × 5 × 3 on layer C3. At this level, by applying several 
steps of convolution and subsampling, Spatio-temporal 
features are extracted from the input.

29 continuous input frames have been converted into 
a 6375D ((5 × 5 × 17) × 15) vector, taking the motion 
information in the input frames, after all the convolutional 
layers. Then the neuron layers (N1 and N2) act as a multilayer 
perceptron classifier on the 6375D input. N1 equals to 50 
nodes and last layer has N2 nodes corresponding to N2 
various actions. Back-propagation algorithm is applied for 
training this architecture.

3- Researches
In this section, researches were performed on two types of 

action data sets for comparing the performance of these two 
methods.

3-1- Data sets
Two public data sets were taken into consideration: 

Weizmann and KTH data sets. These data sets are very 
popular benchmark used in many action recognition studies.

Weizmann data set [22] includes 90 low-resolution videos 
of nine persons, each doing 10 actions: bend, jumping jack, 
jump forward, jump in place, run, gallop sideways, skip, walk, 
one-hand-waving and two-hands-waving. Their resolution is 

180×144 pixels with 50 fps frame rate. 
KTH data set [23] includes 599 videos with a length 

between 8 and 59 seconds. It comprises 6 kinds of human 
actions: walking, jogging, running, boxing, hand-waving 
and hand-clapping. Every activity is done into four various 
conditions. Videos were captured over similar backgrounds, 
using a fixed camera with 25 fps frame rate. Resolution is 
160×120 pixels.

3-2- Experiment of method 1
The SIFT bundles a feature detector and descriptor. The 

detector extracts some related regions in a way, which is 
stable with some changes of the illumination, viewpoint and 
other viewing conditions. The descriptor attaches a sign to 
the sections, in order to strongly recognize their appearance. 
Each video splits into four frames and SIFT key points are 
detected for each frame. Descriptors are computed for each 
key point. The SIFT feature vector consists of 128 elements 
that are extracted from each key point. 2D Gaussian blurring 
is done on the SIFT feature vectors, and the random matrix 
used has dimensions of 100×128. 

The 3D SIFT descriptor encodes the information of 
both space and time, and allows robustness for orientations 
and noise. Interest points are extracted from each frame of 
video. Thus, the 3D SIFT descriptors are constructed from 
these points, and  consist of 640 elements. Furthermore, 2D 
Gaussian blurring and dimensionality reduction are done. 
Random matrix has 260×640 dimensions. 

By using STIP (space-time interest point) [7], 40 of the 
strongest key points are extracted from each frame. Thus, for 
a video with N frames, we have (40 × N frames) matrix. In 
addition, 2D Gaussian blurring is performed here. 

If the SURF algorithm is applied to the frames of each 
video, many points are detected to have no motion features. 
In addition, computation time increases and more memory is 
required. So the number of points are limited to 3. Different 
numbers of points that can be detected, are shown in Fig. 3. 
Each point has 64 features. These features are extracted from 
all the frames of video and 2D Gaussian blurring is perforemd.

For LMP [12], we set the spatial resolution (patch size) to 
8 and the temporal resolution to 12. Descriptors computed 
from the spatiotemporal cubes points, P×D array, where 
P is the descriptor dimension (equals to 3×8×8 = 192). 
Second (variance), third (skewness) and fourth (kurtosis) 
central moments are calculated for each pixel along with the 
temporal direction. D is the total number of descriptors (i.e. 

 

 

                                            

                                            a&b (3 points detect)                                                c&d (7 points detect)   

Fig. 3. Detected points in SURF descriptor. (a&b) 3 points detect, (c&d) 7 points detect 

Fig. 3. Detected points in SURF descriptor. (a&b) 3 points detect, (c&d) 7 points detect
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all key points extracted from 12 frames of each video). In 
addition,2D Gaussian blurring is done for each action. 

Here, like section [11], descriptors were extracted on one 
scale where blocks contain 30×30 pixels ×30 frames, which at 
the same time is the dense sampling rate. Descriptors contain 
2×2 spatial blocks and 2 temporal blocks. The magnitude 
responses to HOG, and HOF are divided into 8 orientations, 
achieving 64×345 (22080×1) dimensional descriptors for each 
video. Flow method, only used for HOF, is ’Horn-Schunck’. 

By inspire HOG3D [5], 5 divisions in x and y spatial 
domains and 50 divisions in time domain, 25000 feature 
vectors were obtained for each video.  

As described, input feature vectors were derived for 
the input of ANN. Output of ANN is a matrix with C × T 
dimension, which C is the number of classes and T is the 
second dimension of the input matrix. Each column has label, 
which detects the corresponding action. It should contain 
vectors of all zero values, except for a 1 in element I, where I 
is the class to show. 

Finding the correct topology of ANN for a special usage is 
a challenging task and just through multiple implementations 

of various its topologies, in terms of numbers of neurons 
per layers and numbers of hidden layers, the optimized 
one can be detected. After multiple experiments, good 
results are achieved by applying a two-layer feed-forward 
network that has 75 and 50 neurons in the first and second 
hidden layers, in the Matlab environment. The patternnet() 
command is used to create a neural network “net”, which can 
be trained for classifying inputs pursuant to target classes. 
The training function adopted was scaled conjugate gradient 
backpropagation (’trainscg’), which updates the weights and 
biases values of the ANN. The divide function is applied to 
divide the data into training, validation and testing subsets. 
The defined ratios for training, testing and validation are 0.7, 
0.15 and 0.15, respectively. The performance function is set to 
cross entropy. Quantity evaluation of various descriptors on 
Weizmann data set is presented in Table 1. Achieved results 
show that ANN based architecture with HOG3D descriptor 
outperforms the others with 97.8% accuracy. To investigate 
the performance of this method, it is also performed on KTH 
data set, which gets 99.8% accuracy. Confusion matrices for 
these results are given in Fig. 4.

Table 1. Quantity evaluation of various descriptors on Weizmann data set 

 
Local descriptors Dimensions of input feature vector 

 
Test time (ms) Epoch Accuracy (%) 

 
SIFT(2D SIFT) 100 73.33 918 52.5 

3D SIFT 260 4.63 64 95.2 
STIP 40 5.46 406 87.1 
SURF 64 16.01 363 93.8 
LMP 192 38.66 949 79.0 
HOG 22080 25.9 28 93.3 
HOF 22080 27.48 29 94.4 

HOG3D 25000 31.54 87 97.8 
 

  

Table 1. Quantity evaluation of various descriptors on Weizmann data set

  
(a) (b) 

 
Fig. 4. Confusion matrices resulting from ANN based architecture with HOG3D descriptor for (a) Weizmann,  

(b) KTH data sets 
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Fig. 4. Confusion matrices resulting from ANN based architecture with HOG3D descriptor for (a) Weizmann,(b) KTH data sets
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3-3- Experiment of method 2
The extended 3D-CNN is trained and tested on these data 

sets. Since deep networks require to be trained on a huge 
number of training videos to get satisfactory efficiency, if the 
video consists of limited training videos, it is better to perform 
data augmentation to enhance the efficiency. There are many 
ways to do data augmentation, such as flipping, cropping, 
average blurring and so no. Therefore, data augmentation is 
done on training data sets. Some of these transformations on 
one frame of Weizmann data set are shown in Fig. 5. 

The 3D-CNN model is trained over the training Weizmann 
data set for several epochs. It corresponds to a total of 406287 
trainable parameters. The weights appeared to converge after 
85 epochs, after which the accuracy became almost constant.
The variation of accuracy and loss with number of epochs are 
depicted in Fig. 6. Fully trained 3D-CNN gives an accuracy of 
83.3% when tested on Weizmann data set for 10 classifications. 
The test time for this method is 2.82 ms that is less than it for 
method 1. Four features which are automatically extracted 
from two frames with the first convolution layer are visualized 
in Fig. 7.

Subsequently, this 3D-CNN architecture corresponding 

to a total of 406083 trainable parameters is performed on 
KTH data set and achieves an accuracy of 92%. The confusion 
matrices that are resulted from this method are given in Fig. 8. 

Results show that method 2 got better efficiency on KTH 
than Weizmann data set which is about 9%, though the same 
data augmentation was used for both of them. The reason is 
KTH data set consists of more original videos for training. 
This difference is only 2% for method 1, since it only relies on 
the quality of extracted features. In other words, the results of 
method 1 do not depend on the type of data sets, while the 
results of method 2 show this dependency. Thus, the efficiency 
of method 2 has been greatly reduced on Weizmann data set. 

In addition, the performance of method 1 has also been 
compared with other methods, including Short-Time Motion 
Energy Image (ST-MEI) templates+Principal Component 
Analysis Network (PCANet) [3], improved hybrid feature 
extraction+Neural Network (NN) classifier [1], Scale 
Invariant Feature Transform (SIFT)+fine-tuning [24], and etc. 
From Table 2, we can see Short-Time Motion Energy Image 
(ST-MEI) templates+Principal Component Analysis Network 
(PCANet) [3] and improved hybrid feature extraction+Neural 
Network (NN) classifier [1] perform competitively with 

 

 

Fig. 5. Some transformations for augmentation on one frame of Weizmann data set 
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Fig. 6. (a) Accuracy and (b) Loss operations vs various epochs for Weizmann data set 
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Fig. 7. Four features extracted from two frames with the first convolution layer (Upper row:Two-hands-waving,  

Lower row:Bend) 

  

Fig. 7. Four features extracted from two frames with the first convolution layer (Upper row:Two-hands-waving,Lower row:Bend)

method 1 for Weizmann and KTH data sets, respectively.
However, it is necessary to note that one problem of Short-
Time Motion Energy Image (ST-MEI) templates+Principal 
Component Analysis Network (PCANet) [3] is having several 
parameters that affect its recognition rate. The parameters of 
PCANet include filter size (patch size), the number of filters 
in each stage, the number of stages, the block size of the local 
histograms, and the ratio of overlapping between blocks. The 
optimal values for these parameters should be searched for 

each data set, which increases computational complexity. In 
improved hybrid feature extraction+Neural Network (NN) 
classifier [1], the choice of training/ testing ratio affects the 
classification accuracy. Varying the training/testing ratio 
from (60:40) to (70:30) for a Weizmann data set, enhances the 
classification accuracy from 97.20 to 100 because it does not 
have enough training/testing samples. While the recognition 
rate decreases for a KTH data set from 99.80 to 97.67 due 
to the availability of large amount of training data and clear 
chance of overfitting. 

 

    

                                                  (a)                                                                                                (b) 

Fig. 8. Confusion matrices resulting from 3D-CNN based architecture for (a) Weizmann, (b) KTH data sets 

 

Fig. 8. Confusion matrices resulting from 3D-CNN based architecture for (a) Weizmann, (b) KTH data sets
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4- CONCLUSION
In this paper, two methods are proposed for human 

activity recognition. In method 1, which is categorized into 
traditional approaches, different local descriptors have been 
used for features extraction. Later, these feature vectors are 
fed to artificial neural network for classifying. Among these 
descriptors, HOG3D achieves the best recognition accuracies 

of 97.8% and 99.8% for the Weizmann and KTH data sets, 
respectively.On the other hand, an improved 3D-CNN 
architecture is presented as method 2 for the same task. 
Experimental results show the dependency of these two 
methods on the data diversity. Thus, the accuracy of method 
2 for Weizmann data set is significantly decreased compared 
to that for KTH data set, although data augmentation is done 

Table 2. Comparison accuracy of two proposed methods with existing human action techniques on both data sets 

Weizmann data set 
Reference Year Accuracy(%) 

 
Scale Invariant Feature Transform (SIFT)+fine-tuning [24] 

 
Conditional Random Fields (CRFs) coupled with spatio-temporal Convolutional Neural 

Network (CNN) [25] 
 

view-invariant features+Nearest Mean Classifier (NMC) [2] 
 

improved hybrid feature extraction+Neural Network (NN) classifier [1] 
 

Discrete Wavelet Transform (DWT)+Support Vector Machine (SVM) classifier [4] 
 

Short-Time Motion Energy Image (ST-MEI) templates+Principal Component Analysis 
Network (PCANet) [3] 

 
method 1 (ANN based architecture) 

 
method 2 (3D-CNN based architecture) 

 
2015 

 
2016 

 
 

2018 
 

2019 
 

2020 
 
 

2020 

 
96.66 

 
93.30 

 
 

95.56 
 

97.20 
 

97.00 
 
 

100.0 
 

 
97.80 

 
83.30 

 
KTH data set 

Reference Year Accuracy(%) 
 

3D-Convolutional Neural Networks (3D-CNNs) [17] 
 

Scale Invariant Feature Transform (SIFT)+fine-tuning [24] 
  

Conditional Random Fields (CRFs) coupled with spatio-temporal Convolutional Neural 
Network (CNN) [25] 

 
view-invariant features+Nearest Mean Classifier (NMC) [2] 

 
developed 3D-CNN model [16] 

 
improved hybrid feature extraction+Neural Network (NN) classifier [1] 

 
encoding the distribution of video descriptors using Maclaurin coefficients of the density 

function and its moments [15] 
 

Short-Time Motion Energy Image (ST-MEI) templates+Principal Component Analysis 
Network (PCANet) [3] 

 
method 1 (ANN based architecture) 

 
method 2 (3D-CNN based architecture) 

 
2012 

 
2015 

 
2016 

 
 

2018 
 

2018 
 

2019 
 

2020 
 
 

2020 

 
90.20 

 
97.89 

 
95.50 

 
 

90.58 
 

78.00 
 

99.80 
 

84.72 
 
 

90.47 
 
 

99.80 
 

92.00 
 

 

Table 2. Comparison accuracy of two proposed methods with existing human action techniques on both data sets
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on training data to improve the model’s performance and 
prevent overfitting. 

In general, effective and distinctive features are required 
in traditional approaches, like method 1, whereas deep 
learning layouts, like method 2, need lots of original data to 
train for giving acceptable results. Indeed, learning Spatio-
temporal features in deep learning layouts, such as method 2, 
is automatic while this step is time-consuming for traditional 
methods. Furthermore, it is important to note that in recent 
years, due to the popularity of deep learning layouts and 
limited volume of data, some hand-crafted features have 
also been added as inputs for training and improving their 
accuracy.
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