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ABSTRACT: In this paper, an Unmanned Aerial Vehicle (UAV) assisted cooperative communication 
system is studied, wherein a source transmits information to the destination through an energy harvesting 
decode-and-forward UAV. It is assumed that the UAV can freely move in between the source-destination 
pair to set up line of sight communications with both nodes. Since the battery of the UAV may be 
limited, it can harvest energy from the received signal by power splitting technique to be able to perfectly 
transmit data to the destination. Therefore, we study throughput maximization problem for multiple time 
slots data transmission through the cooperative energy harvesting UAV.  To maximize the throughput, 
optimal power allocation at the source and the UAV and power splitting ratio at the UAV are studied 
over each time slot in presence of energy-causality constraints at the UAV. Finally, numerical results are 
presented to analyze the spectral and energy efficiency of the proposed system, and effects of optimal 
power allocations and power splitting ratio.  The results indicate that by utilizing optimal resource 
allocations at the source and the UAV, and utilizing Simultaneous Wireless Information and Power 
Transfer (SWIPT), significant throughput improvement is achieved compared to those without optimal 
resource allocation or SWIPT. All of static UAV scenarios (i.e., the maximum throughput between the 
source and the destination) increases, while there is no need to increase the battery capacity of the UAV.
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1- Introduction
Unmanned Aerial Vehicles (UAVs), also known as drones, 

have gained research interests recently, mainly due to the 
decrease in building costs and their many applications. UAVs 
flexibility to provide Line of Sight (LOS) communications, 
has made them suitable to play the role of mobile relays. 
They have wide applications such as, improving performance 
of cellular communications, communicating to the low-cost 
Internet of Things (IoT) devices, and also the UAVs can 
form a communication network, and provide infrastructure in 
emergency situations [1].

UAVs have different categories; They can be classified 
according to their altitude as high and low altitude platform, 
or according to their wing as fixed and rotary-wing UAVs 
[2][3]. UAV placement optimization for minimizing the 
number of UAVs providing wireless coverage to a group of 
ground terminals or 3-dimensional (3D) placement for energy 
efficient maximal coverage, has been considered in [4] and 
[5], respectively. In [6], a cyclical multiple access scheme is 
introduced in order to schedule the communications between 
different ground terminals and a UAV. Additionally, time 
allocations of different ground terminals are optimized to 
maximize their minimum throughput.

Different types of UAVs are suitable for different 
applications. Some of the main applications are briefly 
discussed in the following [7][8]. For instance, UAV-aided 
ubiquitous coverage, wherein the UAV works as an off-loader 
for the base station in a crowded area, or can work as a base 
station when there is no infrastructure or the infrastructure 
is not working properly due to natural disasters. UAV-aided 
data collection and information dissemination are also 
discussed, wherein UAVs collect data or send information 
to a wide range of distributed sensors, which is well suited 
for delay-tolerant applications; UAV-aided relaying, which 
uses UAVs as relay nodes for situations wherein the direct 
communications between the source and the destination 
are blocked or are far from each other and the performance 
degrades. In [9], performance of the system is analysed by 
using a UAV as a mobile decode-and-forward (DF) relay, 
and optimal trajectory of UAV and its power allocation are 
discussed to maximize the throughput. In [10], the same 
scenario is considered for an amplify-and-forward (AF) 
relay. In [11], a lower bound for ergodic capacity is obtained 
in presence of AF UAVs, and also the effects of number of 
antennas and the transmit power at the UAV are investigated 
on the capacity bound.

Despite all the benefits and applications of UAV-assisted 
communications, it suffers from various challenges [12]. 
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One is the constraints on the operational weight and size of a 
UAV which limits its lifetime and battery capacity. In order 
to tackle these issues, [13] and [14] focus on simultaneous 
information and power transfer at the UAV for DF and AF 
scenarios, where UAV uses the power gained from radio 
signal. However, they do not consider data buffer at the 
UAV and power allocation optimization at the source. [15] 
optimizes trajectory by jointly considering the communication 
throughput and the UAVs energy consumption by proposing 
a theoretical model on a fixed-wing UAV propulsion energy 
consumption, as a function of its flying speed, direction and 
acceleration. [16] studies a UAV-enabled mobile relaying 
system between a ground source and a ground destination, 
and aims to maximize spectrum efficiency as well as energy 
efficiency by assuming an energy efficient circular trajectory 
for the UAV, and employing Time-division Duplexing 
(TDD) based DF relaying by jointly optimizing the time 
allocations for the UAVs relaying together with its flying 
speed and trajectory. Other methods such as using solar 
panels on UAV can increase the weight, and cause decreasing 
both the lifetime and the energy efficiency. In [17], a UAV-
assisted network is considered, where the UAV acts as an 
energy source to provide radio frequency energy for multiple 
energy harvesting-powered Device-to-Device (D2D) pairs. 
Afterwards, the throughput is maximized while the energy 
causality constraint under a harvest-transmit-store model is 
satisfied. Another challenge is to provide secure and reliable 
communication links. Due to the broadcast and LOS nature 
of the UAV’s communication links, it is of importance to 
consider the physical layer secrecy of the links. In [18], the 
average secrecy rates of the UAV-to-ground and ground-
to-UAV transmissions are studied by applying the physical 
layer security techniques, while in [19], the secrecy rate of a 
UAV-assisted Simultaneous Wireless Information and Power 
Transfer (SWIPT) system is investigated in presence of 
multiple eavesdroppers.

As discussed, to utilize a UAV as a mobile relay, one of 
the main challenges is the limited capacity of its battery and 
lifetime. One way to tackle this issue is to utilize SWIPT at 

the UAV, where the UAV will be able to charge its battery 
and use this energy to send data toward destination. On the 
other hand, from the information theoretic points of view, 
it is known that DF relaying scheme outperforms the AF, 
especially when the source-destination pair are far away from 
each other, however, at the cost of more processing at the 
relay [20]. Therefore, it is assumed in this paper that a full-
power source communicates to a destination by a DF SWIPT-
based UAV with limited capacity battery over multiple time 
slot transmissions and data buffer. To maximize the sum 
rates over the time slots, called the throughput, not only the 
source but also the UAV must optimally allocate the power 
over different time slots. The UAV can control its harvesting 
energy to charge the battery over the time slots, and control 
the quality of the information recovery by changing the value 
of the power splitting ratio. The corresponding optimization 
problem is investigated and optimal resource allocations at the 
source and UAV are investigated in presence of information 
and energy causality constraints at the transmitting nodes. 
In conclusion, throughput and energy efficiency of the 
system are numerically compared for a mobile/fixed UAV 
and with/without SWIPT-UAV, to highlight the performance 
improvement.

The rest of this paper is organized as follows. In Section II, 
the system model of the UAV enabled wireless relay network 
with SWIPT is presented. In Section III, the optimization 
problem to maximize the throughput is formulated. Numerical 
results are presented in Section IV to characterize the system 
performance, and the results are compared. Finally, the paper 
is concluded in Section V.

2- System Model
A cooperative communication wireless system with 

a fixed source node, S, a fixed destination node, D, and a 
mobile UAV relay (i.e. a UAV), are illustrated in Fig. 1. It is 
assumed that the direct link between S-D pair is not possible 
due to the blockage. Hence, a relay node is needed to set up 
a wireless communication between S and D. A UAV is used 
as a cooperative mobile relay which can move between S and 

 
Fig.1. UAV-assisted SWIPT two-hop communications. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. UAV-assisted SWIPT two-hop communications.
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D. It is also assumed that the source has energy of Es, and the 
UAV has a dedicated energy Er, but still has a limited battery 
capacity. Therefore, the UAV may harvest energy from the 
received signal by using the power splitting technique to 
recharge its battery and use it for data transmission to the 
destination.

A three-dimensional Cartesian coordinate system is 
considered, where S is located at (0, 0, 0) and D is located at 
(D, 0, 0). The UAV is flying over the air at the fixed altitude 
H and its location at each slot is expressed as (x(t), y(t), H), 0 
≤ t ≤ T, where x(t) and y(t) denote the time-varying location 
of UAV in x− and y− coordinates, respectively. T is the whole 
performance time of the system. Total performance time T 
is divided into N equally spaced time slots (i.e. T = Nδt ), 
where δt denotes duration of each time slot, and n = 1, 2, 
...N indicates the label of time slots. In order to assume a 
fixed location for UAV within each time slot, δt is chosen 
sufficiently small. The UAV travels in a direct trajectory 
from S to D at altitude H, which is the minimum relative 
distance between S and D. Hence, the distance between the 
source and the UAV is 2 2 2[ ] [ ] [ ]srd n x n y n H= + +  at each time 
slot, and 2 2 2[ ] ( [ ]) [ ]rdd n D x n y n H= − + +  denotes the distance 
between the UAV and the destination. Since there is a LOS 
link between the UAV and both nodes, over time slot n, the 
channel coefficients for S-UAV and UAV-D are given by:

 

2 20
0 2 2[ ] [ ] ,

[ ] [ ]sr srh n d n H
x n y n

   


   (1) 

 

2 20
0 2 2[ ] [ ] ,

( [ ]) [ ]rd rdh n d n H
D x n y n

   
 

  (2) 

 

[ ] [ ] [ ] [ ],  1,2,..., ,r sr s ry n h n x n z n n N      (3) 

 

[ ] [ ] ,ID n sr s py h n x n z        (4) 

 

1 [ ] [ ] 1 [ ],EH n sr s n ry h n x n z n         (5) 

 
2 2

.[ ] : | ( ) | (1 )( [ ] [ ] ).( )harv EH n s sr rE n y n p n h n N       (6) 

 

[ ] [ ] [ ] [ ],    for   n=1,2,...,N,des rd r dy n h n x n z n     (7) 

 
1

.
2 1

[ ] ( ),     for   n=2,..., N.
n n

r r harv
i i

p i E E n


 

     (8) 

 

2[ ] log (1 [ ] [ ]),  1,..., 1,sr n s srR n p n n n N       (9) 

 

0
2 2[ ]

( [ ])sr
p

n
N H x n

 


     (10) 

 

2[ ] log (1 [ ] [ ]),  2,..., ,rd r rdR n p n n n N      (11) 

 

0
2 2[ ] ,

( ( [ ]) )rd
d

n
N H D x n

 
 

    (12) 

 (1)

 

2 20
0 2 2[ ] [ ] ,

[ ] [ ]sr srh n d n H
x n y n

   


   (1) 

 

2 20
0 2 2[ ] [ ] ,

( [ ]) [ ]rd rdh n d n H
D x n y n

   
 

  (2) 

 

[ ] [ ] [ ] [ ],  1,2,..., ,r sr s ry n h n x n z n n N      (3) 

 

[ ] [ ] ,ID n sr s py h n x n z        (4) 

 

1 [ ] [ ] 1 [ ],EH n sr s n ry h n x n z n         (5) 

 
2 2

.[ ] : | ( ) | (1 )( [ ] [ ] ).( )harv EH n s sr rE n y n p n h n N       (6) 

 

[ ] [ ] [ ] [ ],    for   n=1,2,...,N,des rd r dy n h n x n z n     (7) 

 
1

.
2 1

[ ] ( ),     for   n=2,..., N.
n n

r r harv
i i

p i E E n


 

     (8) 

 

2[ ] log (1 [ ] [ ]),  1,..., 1,sr n s srR n p n n n N       (9) 

 

0
2 2[ ]

( [ ])sr
p

n
N H x n

 


     (10) 

 

2[ ] log (1 [ ] [ ]),  2,..., ,rd r rdR n p n n n N      (11) 

 

0
2 2[ ] ,

( ( [ ]) )rd
d

n
N H D x n

 
 

    (12) 

 (2)

Where β0 indicates the power loss at the reference distance 
d0 = 1.

Therefore, at the n-th time slot, the received signal from 

source at the UAV is expressed as:
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Where sx  is the transmitted signal from the source with 
2(| [ ] | ) [ ]s sx n p n= , and ~ (0, )r rz N models the Additive 

White Gaussian Noise (AWGN). Note that (.) indicates the 
statistical average.

The UAV not only decodes the received signal, but also 
does harvest the energy. Therefore, the received signal at 
the UAV is divided into two parts; One part for information 
decoding (i.e. IDy ), and the other part is used for energy 
harvesting (i.e. EHy ), which are given by:
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Where [0,1]nρ ∈  denotes the power splitting ratio [21] at 
time slot n, and ~ (0, )p pz N  measures the processing noise 
which is modelled with AWGN. The approximation in (4) 
is due to the fact that the power of the processing noise is 
practically larger than the power of the channel noise. Hence, 

[ ]n rz nρ  is neglected. The harvested energy at time slot n is 
as follows:
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After decoding the information at the UAV, it re-encodes 

 

 
Fig. 2. Block diagram of the UAV’s structure for power splitting and re-sending the data to the destination. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Block diagram of the UAV’s structure for power splitting and re-sending the data to the destination.
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and transmits the signal to the destination in the next time 
slot. Therefore, the received signal at the destination is given 
by:
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AWGN. Since the UAV has a pre-dedicated energy Er, and 
also harvests energy over each time slot, the following 
inequalities, called the energy-causality constraint, are given:
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3- Problem Statement
The main objective is to maximize the throughput (i.e., 

the sum-rate over N time slots data transmission) between 
the source and the destination. In this paper, the well-known 
decode-and-forward [20] strategy, where there is a data buffer 
in the UAV which can temporarily store the data before re-
transmission to the destination, is used. Therefore, there 
is an information-causality constraint at the relay, which 
means the UAV can only forward the data that has been 
received previously. On the other hand, due to using power 
splitting technique at the UAV, we will have energy-causality 
constraints, meaning the UAV can only use the harvested 
energy which has been previously received from the source, 
and its initial energy.

Thus, at the time slot n, the following data rate at the UAV 
is achieved:
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Where ps[n] is the transmitted power of n-th slot at S, and 
γsr denotes the signal to noise ratio of the S-UAV links:
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It is worth mentioning that at the Nth time slot, the source 
does not transmit any data.

Similarly, the achievable data rate over the UAV and the 
destination link for slot n is given by:
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Where pr[n] is the transmitted power at the UAV for time 
slot n, and γrd which is defined as follows, indicating the 
signal to noise ratio for UAV-D link.
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Note that at time slot n=1, there is no data at the UAV to 
decode.

As demonstrated, the UAV can only transmit the data that 
has been received previously, hence the information-causality 
constraint is given by:
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To maximize the throughput provided energy and 
information-causality constraints, the following optimization 
problem can be formulated:
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With respect to the power splitting ratio and the power 
allocations, this is a non-convex problem Therefore, we solve 
this problem by an iterative two-layer algorithm based on an 
inner and outer problem, which is presented in Algorithm 1. In 
the inner problem, we optimize power allocations for a fixed 
ρ. Therefore, the inner optimization problem is a convex, the 
results are derived in Theorem 1 and can also be efficiently 
computed by using the standard convex optimization 
techniques [22], or optimization software tools such as CVX 
[23]. Afterwards, in the outer problem for the fixed power 
allocations, it is clear that the optimization problem is a 
convex with respect to the splitting ratio, and the result are 
evaluated by using CVX tool. It is worth mentioning that as 
the maximum power and splitting ratio are non-negative and 
bounded, the feasible optimization set is closed. On the other 
hand, it is clear that the objective function is non-decreasing, 
and concave function and inner and outer problems are 
convex. Therefore, in each iteration the objective function of 
P2 is non-decreasing and the solution converges to a stationary 
point which is local optimum. To validate the convergence of 
the proposed solving method, Fig. 7 is presented in Section 
IV.

As demonstrated earlier, the Lagrangian is presented 
in Theorem. 1 to obtain the optimal power allocations of 
problem (P1) with fixed power splitting ratio.

Theorem 1: The optimal power allocations of problem 
(P1) are given by:
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Algorithm 1 Iterative power allocation and power splitting ratio optimization. 
1: Initialize Power at source and the UAV, by allocating equal power to all slots. 
2: Repeat 
3: Fix the power allocation, find the optimal power splitting ratio for all slots, using CVX. 
4: Fix the power splitting ratio, and update the optimal power allocation for all slots, using CVX until 

convergence or a maximum number of iterations has been reached. 
 

 

 

 

 

Table 1 
Throughput improvement for different models. Each percentage shows the increase in throughput with respect to the 

model below. In the last row,” SWIPT, static, fixed ρn” is compared with” no SWIPT, static”. 
 

Model Throughput Improvement 

SWIPT, Opt ρ 30% 

SWIPT, Fixed ρ 35% 

No SWIPT 60% 

SWIPT, Static, Opt ρ 10% 

SWIPT, Static, Fixed ρ 25% 
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Proof: By applying the Lagrangian of (P2), optimal 
solution of (P2) can be calculated. By letting λn, βn, υ, and αn 
as the Lagrange variables, the Lagrangian function of (P2) is 
written as:
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By using the standard Lagrange method and the Karush-
Kuhn-Tucker (KKT) conditions, the optimal solution of (32) 
can be calculated which are equal to zero according to the 
KKT conditions. Therefore, the optimal solution to (32) can 
be achieved by simplifying the equations (33–34) as follows:

2
,  ( [ ], [ ], [ ], , , ) [ ]

N

s r r n n n r
n

p n p n R n R n   


       (32) 

    
1

2
2 1 2

log (1 [ ] [ ]) [ ]
N n n

n i s sr r
n i i

p i i R i  


  

     
    

     2
2

log (1 [ ] [ ]) [ ]
N

n r rd r
n

p n n R n 


    
1

1
( [ ])

N

s s
n

E p n




   

    
1

2

2 1 2
(1 )( ( ) [ ] ) [ ]

N n n

n i s sr r r r
n i i

p i h i N E p i 


  

       
    

 

 

1

2

1

[ ]
[ ] 1 [ ] [ ]

[ ](1 )

N
n sr

i
i ns n s sr

N

i sr n
i n

n
p n p n n

h n

 
 

  

 

 

 
    

 




   (33) 

 

[ ]
[ ] 1 [ ] [ ]

N
n rd

i
i nr r rd

n
p n p n n

  
 


 

          (34) 

 

1
[ ]

N

n i
i nrR n

 



  

          (35) 

 

1

1
[ ]

,
/

N

r
n

s

R n
EE

E N






      (36) 

 

 

1

1
[ ]

.

N

r
n

R n
SE

N






      (37) 

 

 

 (33)

2
,  ( [ ], [ ], [ ], , , ) [ ]

N

s r r n n n r
n

p n p n R n R n   


       (32) 

    
1

2
2 1 2

log (1 [ ] [ ]) [ ]
N n n

n i s sr r
n i i

p i i R i  


  

     
    

     2
2

log (1 [ ] [ ]) [ ]
N

n r rd r
n

p n n R n 


    
1

1
( [ ])

N

s s
n

E p n




   

    
1

2

2 1 2
(1 )( ( ) [ ] ) [ ]

N n n

n i s sr r r r
n i i

p i h i N E p i 


  

       
    

 

 

1

2

1

[ ]
[ ] 1 [ ] [ ]

[ ](1 )

N
n sr

i
i ns n s sr

N

i sr n
i n

n
p n p n n

h n

 
 

  

 

 

 
    

 




   (33) 

 

[ ]
[ ] 1 [ ] [ ]

N
n rd

i
i nr r rd

n
p n p n n

  
 


 

          (34) 

 

1
[ ]

N

n i
i nrR n

 



  

          (35) 

 

1

1
[ ]

,
/

N

r
n

s

R n
EE

E N






      (36) 

 

 

1

1
[ ]

.

N

r
n

R n
SE

N






      (37) 

 

 

 (34)

2
,  ( [ ], [ ], [ ], , , ) [ ]

N

s r r n n n r
n

p n p n R n R n   


       (32) 

    
1

2
2 1 2

log (1 [ ] [ ]) [ ]
N n n

n i s sr r
n i i

p i i R i  


  

     
    

     2
2

log (1 [ ] [ ]) [ ]
N

n r rd r
n

p n n R n 


    
1

1
( [ ])

N

s s
n

E p n




   

    
1

2

2 1 2
(1 )( ( ) [ ] ) [ ]

N n n

n i s sr r r r
n i i

p i h i N E p i 


  

       
    

 

 

1

2

1

[ ]
[ ] 1 [ ] [ ]

[ ](1 )

N
n sr

i
i ns n s sr

N

i sr n
i n

n
p n p n n

h n

 
 

  

 

 

 
    

 




   (33) 

 

[ ]
[ ] 1 [ ] [ ]

N
n rd

i
i nr r rd

n
p n p n n

  
 


 

          (34) 

 

1
[ ]

N

n i
i nrR n

 



  

          (35) 

 

1

1
[ ]

,
/

N

r
n

s

R n
EE

E N






      (36) 

 

 

1

1
[ ]

.

N

r
n

R n
SE

N






      (37) 

 

 

 (35)

4- Numerical Results
In this section, numerical results are presented to 

characterize the performance of the proposed system. A 
mobile relaying cooperative system with S and D separated 
is assumed by D = 10, such that S and D are located at (0, 
0, 0) and (10, 0, 0), respectively. The UAV files with a fixed 
unidirectional trajectory at the fixed altitude H = 1, above the 
source toward the destination, where it divides the distance to 
N equal slots. The UAV speed is fixed for each performance 
time T, where V = D/T and T = Nδt. In the following, β0 = 
1, Nr = Nd = 0.4, and Np = 4 are used, unless specifically 
mentioned.

Fig. 3 depicts the throughput versus the power splitting 
ratio ρn for N = 60 time slots, and different ratios of ,s

r

E
E

 

Fig. 3. Throughput versus different power splitting ratios, for N = 60 slots, Es ∈ [25N, 75N, 125N, 175N], and Er = 
15N. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Throughput versus different power splitting ratios, for N = 60 slots, Es = [25N, 75N, 125N, 175N], and 
Er = 15N.
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with [25 ,75 ,125 ,175 ]sE N N N N∈ , and 15 .rE N=  It is worth 
mentioning that a fixed ρn is used for all time slots. It is 
observed that for small ratios of s

r

E
E

, the throughput increases 
as ρn increases too, which implies that the power received from 
the source at the UAV is limited, and is better to decode the 
information at the UAV more precisely instead of charging the 
battery. In other words, the UAV has enough dedicated power 
compared to the source. In contrast, for higher ratios of ,s

r

E
E

 an 
optimum value for ρn, exists, since increasing the harvesting 
energy reduces the quality of the signal for information 
decoding. Thus, there is a trade-off between harvesting the 
energy and the quality of the information decoding.

The comparison of throughput and different number of 
slots is illustrated in Fig.4 for mobile and fixed UAV with 
and without optimized SWIPT scheme (Es = 100N and Er = 
5N). ρn is optimized for each time slot according to Algorithm 
(III) for the optimized power splitting ratio scenarios. It is 
shown that by utilizing the mobile UAV with optimized ρn, 
the throughput outperforms the mobile UAV with ρn = 0.5 
and static1 UAV with optimized ρn and ρn = 0.5, and UAV 

1  Static UAV means that the location of UAV is fixed at ( D/2 , 0, 
H).

without SWIPT.  Additionally, by increasing the number of 
time slots to more than 40, the performance improvement is 
negligible, meaning it is almost sufficient for UAV to send 
information to over 40 time slots instead of 60, hence cause 
less processing at UAV. Table 1 is also plotted to better 
illustrate the performance improvement between different 
models.

Energy efficiency versus spectral efficiency is plotted in 
Fig.5 for the mobile UAV with optimized power splitting and 
fixed ρn = 0.5. The energy efficiency of the system is defined 
as:
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and the spectral efficiency is given by:
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Fig. 4. Throughput versus number of slots for different scenarios, Es = 100N, Er = 5N. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. Throughput versus number of slots for different scenarios, Es = 100N, Er = 5N.
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Fig. 5. is depicted by driving the throughput for different 
values of Es form 5N to 125N, with step size of 10N, and Er 
= 15N. Afterwards calculating EE and SE from the equations 
(36) and (37). As expected, the energy efficiency is improved 
by 40% due to optimizing the power splitting ratio at the UAV.

In Fig. 6, the throughput versus s

r

E
E

is depicted for N = 50. 
As demonstrated earlier, as the processing noise is considered 
sufficiently larger than the channel noise, the cooperative 
transmission without utilizing SWIPT scheme has 50% to 

0% better performance than the SWIPT for low values of s

r

E
E

However, the SWIPT scheme outperforms the non SWIPT 
up to 30% by increasing the s

r

E
E

ratio. In other words, SWIPT 

scheme is useful whenever the source has enough energy to 
share with the UAV. 

Additionally, to validate the convergence of the proposed 
algorithm to the global optimal point, Fig. 7 is presented for 
N = 60, Es = 100N, Er = 5N. The figure confirms that the 

Table 1. Throughput improvement for different models. Each percentage shows the increase in throughput with 
respect to the model below. In the last row,” SWIPT, static, fixed ρn” is compared with” no SWIPT, static”.

Algorithm 1 Iterative power allocation and power splitting ratio optimization. 
1: Initialize Power at source and the UAV, by allocating equal power to all slots. 
2: Repeat 
3: Fix the power allocation, find the optimal power splitting ratio for all slots, using CVX. 
4: Fix the power splitting ratio, and update the optimal power allocation for all slots, using CVX until 

convergence or a maximum number of iterations has been reached. 
 

 

 

 

 

Table 1 
Throughput improvement for different models. Each percentage shows the increase in throughput with respect to the 

model below. In the last row,” SWIPT, static, fixed ρn” is compared with” no SWIPT, static”. 
 

Model Throughput Improvement 

SWIPT, Opt ρ 30% 

SWIPT, Fixed ρ 35% 

No SWIPT 60% 

SWIPT, Static, Opt ρ 10% 

SWIPT, Static, Fixed ρ 25% 

 

 

Fig. 5. Energy efficiency versus spectral efficiency, for Es from 5N to 125N, Er = 15N, and N=50. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Energy efficiency versus spectral efficiency, for Es from 5N to 125N, Er = 15N, and N=50.
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Fig. 7. Throughput versus iterations for N = 60, Es = 100N, Er = 5N, which shows the convergence of the proposed. 
 

Fig. 7. Throughput versus iterations for N = 60, Es = 100N, Er = 5N, which shows the convergence of the proposed.

 

Fig. 6. Throughput versus different Es/Er ratios, for Es from 5N to 125N, Er = 15N, and N=50. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6. Throughput versus different Es/Er ratios, for Es from 5N to 125N, Er = 15N, and N=50..
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convergence achieves in a few numbers of iterations1.

5- Conclusion
This paper studies a two-hop decode and forward SWIPT-

based UAV cooperative communication between a source 
and a destination for multiple slots, with limited power at 
source and the UAV. The UAV can use the received energy 
from the source, not only for decoding the information, 
but also for harvesting energy and charging its battery by 
applying the power splitting technique. Afterwards, based on 
the state of its battery it retransmits the recovered messages 
to the destination. Since the transmission is performed over 
multiple time slots, sum-rate maximization in presence of 
energy-causality and information-causality constraints is 
analysed, and optimal resource allocations at the source, 
the UAV and optimal power splitting ratios over each slot 
are derived. Numerical results showed that compared to the 
conventional UAV-enabled mobile relaying systems and the 
static scenarios, a significant throughput gain is achieved 
using the proposed buffer-aided DF SWIPT UAV scheme. 
Hence, this method can be used to increase the throughput 
of UAV-enabled relay systems without increasing the weight 
and battery-capacity of the UAV.
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