
AUT Journal of Electrical Engineering 
10.22060/EEJ.2024.23555.5623 

Presenting an Automatic Hierarchical Method to Segmentation of 

Pulmonary Nodules in CT-Scan Images 

                                     Marzia Asadi1, Hamid Hassanpour2 

1MSc, Faculty of Computer Engineering and IT, Shahrood University of Technology, Shahrood, Iran 
2PhD, Faculty of Computer Engineering and IT, Shahrood University of Technology, Shahrood, Iran 

 

*Corresponding author: h.hassanpour@shahroodut.ac.ir 
 

Abstract: 

Pulmonary nodules are significant factors in the development of lung cancer, making timely identification 

crucial for effective patient management. This study introduces a fully automated method employing a 

two-stage deep learning approach for the segmentation of pulmonary nodules in CT scan images. In the 

first stage, we utilize a deep learning network known as BCD-Unet to extract the lung region from the CT 

scans. The second stage employs another deep learning network that incorporates attention mechanisms 

and residual modules for the precise segmentation and extraction of pulmonary nodules within the 

identified lung region. The proposed algorithm was rigorously tested on the LUNA16 dataset, yielding 

impressive results: a Dice coefficient of 97.75 for lung segmentation, alongside a Dice coefficient of 

91.73% and a sensitivity of 92.31% for nodule segmentation. These findings underscore the effectiveness 

of the proposed method in enhancing the accuracy of pulmonary nodule detection, which is vital for early 

intervention in lung cancer cases. Also, this research contributes significantly to the field of medical 

imaging and has important implications for clinical practice in lung cancer management. 
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1. Introduction 

Lung cancer continues to be one of the leading causes of cancer-related mortality globally[1,2], 

highlighting the urgent need for early detection and diagnosis. Identifying and segmenting pulmonary 

nodules, which may indicate lung malignancies, is a complex task due to various challenges associated 

with nodule characteristics and imaging conditions. These challenges include variability in nodule size, 

shape, and density, as well as the presence of artifacts and noise in CT scans, which can hinder accurate 

detection and segmentation.  

Over the years, various approaches have been developed for pulmonary nodule detection, primarily 

categorized into combined feature engineering and image processing methods and deep learning 

techniques[3-5]. Classical image processing methods while often straightforward and interpretable, face 

limitations in handling complex nodule presentations and may require extensive manual tuning of 

parameters. In contrast, deep learning approaches[6] have shown significant promise in enhancing 

performance metrics such as sensitivity and specificity, as they can automatically learn features from data. 

However, these methods also encounter challenges, including the need for large annotated datasets and 

the risk of overfitting in cases of limited data diversity.  

Given the critical importance of detecting and diagnosing lung diseases, significant efforts have been 

dedicated over the years to enhancing various interrelated research areas, including lung segmentation 

[7-10], lung nodule segmentation and detection [3-5], and the diagnosis of other pulmonary conditions 

[11,12]. Lung nodule segmentation, the primary focus of this study, has seen considerable 

advancements that can be categorized into classical image processing techniques [13] and deep learning 

approaches.  

Classical methods focused on strategies such as morphological operators [14,15], region growing 

[16,17], edge detection-based methods [18,19], and some synthesized image processing-based 

algorithms combined with classic learning methods [20-22].  

Ugar and Selin [14] used basic algorithms of image processing, including erosion operations, median 

noise reduction filters, and Otsu thresholding, for the extraction of lung nodules from CT images. In 

this activity, an erosion operation is first used to smooth the image and remove small sections within 
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the lung area. The next step involved using a median filter to eliminate noise. Subsequently, the 

algorithm utilizes Otsu thresholding to separate different regions of the image and the lung. To remove 

small image noises resulting from the Otsu operation, a morphological operation is applied. Finally, by 

subtracting the two images obtained from Otsu thresholding and removing the regions identified during 

the morphological operation, the location of the nodule in the image is determined.  

In Kalaria et al. [16], the Sobel edge detection method combined with morphological algorithms was 

used to identify the lungs and pulmonary nodules. In their work, the Sobel algorithm was initially 

employed to extract the lungs from the image. In the next step, noise was cleared through a 

morphological process and the binary image was cleaned in relation to the desired mask. Finally, the 

nodules were identified using the definition of connected components. Among classical image 

processing methods, the region-growing method has been widely utilized compared to others.  

Savic et al. [18] used an improved region-growing algorithm for the identification of pulmonary 

nodules. They applied a Fast-Marching algorithm to segment the image into regions with similar 

characteristics. Then, for the regions obtained, they combined the results of the Fast-Marching 

algorithm with the region-growing method and k-means clustering.  

Segmentation methods based on classical image processing algorithms combined with some classical 

machine learning methods are usually with clear structural processes, fast, and have low computational 

complexity. However, they require manual tuning for parameters. In contrast to classic image 

processing methods, there are deep learning algorithms where the main idea is to use deep convolutional 

networks, typically based on U-Net structures [23]. For instance, one can refer to the work of Xiapu et 

al. [24], who used an improved V-Net model for nodule segmentation. In their model, they implemented 

a residual module and an attention mechanism to enhance feature extraction and reduce the false 

positive rate. Although the method presented in this research has good accuracy, the computational 

complexity of the proposed model is high.  

In another study, Zhang et al. [25] used a multiscale feature extraction model for the segmentation of 

lung nodules. They applied two combined modules, called the improved residual module and the dense 

module, for better feature extraction. An important point in Zhang et al.'s research was the high 

complexity of the algorithm due to the use of multiple dense modules, which reduced the processing 
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speed of the learning model. Generally, deep learning methods, despite having high accuracy and being 

fully automatic, exhibit high computational complexity. Another point in the segmentation of nodules 

in various studies is that the segmentation operation is usually performed on a section of images in 

which pulmonary nodules are present. In the next section, the proposed method will be explained. 

In our work, we propose a novel three-stage methodology for effective pulmonary nodule segmentation. 

This approach begins with a preprocessing step to enhance the quality of CT images, followed by a two-

step deep learning framework comprising consecutive deep neural networks to accurately identify both 

lung regions and pulmonary nodules. This systematic methodology aims to overcome existing challenges 

and improve the accuracy of nodule detection.  

In this paper, Section 2 present our proposed methodology. The results of our experiments are presented 

in Section 3, demonstrating the efficacy of our approach. Finally, Section 4 concludes with a summary of 

our findings and their implications for future research in lung cancer detection and management. 

2. Theoretical and Experimental Modeling 

In this section, we will describe the proposed method, as illustrated in Fig. 1. Below, the details of each 

step in the proposed method are described 

 
Fig. 1. Diagram of proposed method for nodule segmentation 
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2-1- Preprocessing 

In this study, we employ Contrast Limited Adaptive Histogram Equalization (CLAHE) [26] as a 

preprocessing technique to enhance the quality of CT images prior to segmentation. CLAHE is 

particularly effective in improving the contrast of images while preventing the over-amplification of 

noise, which is crucial for medical imaging applications. CLAHE operates by dividing the image into 

small, non-overlapping regions known as tiles. For each tile, it computes the histogram and applies 

histogram equalization to enhance contrast. However, to avoid noise amplification in homogeneous 

areas, CLAHE introduces a limit on the contrast enhancement. The steps involved in CLAHE can be 

summarized as follows: 

Step 1. Tile Division: The input image 𝐼(𝑥, 𝑦) is divided into 𝑁 tiles of size 𝑀 ×  𝑀. 

Step 2. Histogram Computation: For each tile 𝑇𝑖, the histogram 𝐻𝑖 is computed. 

Step 3. Contrast Limiting: A predefined clip limit 𝐶 is applied to the histogram to limit the maximum 

height of the histogram bins. This prevents excessive contrast enhancement: 

'
         ;  

 
           ;

i i

i

i

H H C
H

C H C


=


 (1) 

In Eq. (1), 𝐻𝑖 is the maximum frequency(height) histogram of tile 𝑇𝑖. if 𝐻𝑖 is less than 𝐶, the height of 

between the  histograms in tile 𝑇𝑖 does not change. This means that in this tile the contrast is proper and 

don’t needs to modification. But if 𝐻𝑖 is greater than of 𝐶, maximum frequency of histogram of  tile 𝑇𝑖 

must limit. So, 𝐻𝑖  modified to 𝐻’𝑖. This avoids over-enhancing the contrast in homogeneous areas that 

may contain noise.  

Step 4. CDF Calculation: The cumulative distribution function (CDF) for each clipped histogram is 

calculated and normalized. 

Step 5. Pixel Value Mapping: Each pixel in the tile is mapped to a new intensity value based on the 

normalized CDF as seen in Eq. (2): 

( ) ( )( ), ,inhanced iI x y CDF I x y=  (2) 

Step 6. Interpolation: To ensure smooth transitions between adjacent tiles, bilinear interpolation is 

applied at the borders of the tiles. 
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By applying CLAHE, we obtain an enhanced image 𝐼𝑖𝑛ℎ𝑎𝑛𝑐𝑒𝑑(𝑥, 𝑦), which exhibits improved contrast 

and better visibility of pulmonary nodules. This enhancement is crucial for subsequent segmentation 

tasks, allowing deep learning models to effectively identify and delineate nodules within lung regions. 

Fig. 2 shown the effect of CLAHE for a CT image. 

 
a) original image, b) CLAHE improvement 

Fig. 2. Effect of Histogram equalization by CLAHE 

 

2-2- Lung Segmentation 

For lung segmentation, we use a Bi-directional ConvLSTM U-Net with Densely Connected 

Convolutions (BCD-Unet) deep neural network introduced by Azad et al. [10]. BCD-Unet is a model 

based on U-Net that is used for various applications in medical image processing [10], especially for 

image segmentation. This model leverages the bidirectional ConvLSTM module [27] to enhance its 

performance. The following  describes this module. 

A) BConvLSTM Module 

ConvLSTM is a specialized type of recurrent neural network used for spatio-temporal forecasting, 

characterized by its convolutional structures in both transitions from input to state and from state to 

state. This model forecasts the future state of a specific cell in a grid based on the inputs and the previous 

states of its neighboring cells. This is accomplished by applying a convolution operator during the 

transitions from state to state and from input to state (refer to Figure 3). The mathematics of this module 

are explained in [27]. Fig. 3 demonstrate ConvLSTM module. The ConvLSTM processes sequential data 

by maintaining a hidden state across time steps. In this architecture ℎ𝑡−1represents the hidden tensor from 

the previous layer, which carries information from the prior time step. The current hidden tensor ℎ𝑡 is 
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computed based on the input 𝑥𝑡 at the current time step and the previous hidden state ℎ𝑡−1. Finally,  

ℎ𝑡+1 serves as the output hidden tensor for the next time step, encapsulating the information necessary for 

future predictions. Additionally, 𝑥𝑡+1  indicates the output of the current time step, which will be utilized 

as the input for the next step. 

 
Fig. 3. Structure of ConvLSTM [27] 

• Input-to-state and state-to-state transitions: Convolution operations are used instead of 

traditional matrix multiplication. 

• Memory Cell: Similar to LSTM, it includes input, output, and forget gates, but these operations 

are applied spatially. 

B) BCD-Unet Architecture 

BCD-Unet uses ConvLSTM layers as part of its architecture to better model spatio-temporal 

information for segmenting the lung region. The architecture of BCD-Unet is indicated in Figure 4. As 

seen in Fig. 4, the ConvLSTM module is placed in the middle part of the network and in the skip 

connection part between each encoder block and its corresponding decoder block. 

 
Fig. 4. BCD-Unet Architecture. 
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2-3-Nodule Segmentation 

By Considering the size of pulmonary nodules in CT images are small, feature extraction should be 

done in different dimension using convolution layers. For this purpose, using the attention mechanism 

can be efficient. In the following, the details of the attention mechanism will be explained. 

Attention Mechanism: The attention mechanism [28] is a computational strategy that enables models 

to concentrate on specific parts of the input data while disregarding others. This concept has been widely 

used in computer vision due to its effectiveness in enhancing model performance and interpretability. 

In this context, attention mechanisms help models prioritize certain regions of an image when making 

predictions or generating features. This approach mimics human visual perception, where we tend to 

focus on areas of interest while processing visual information. Fig. 5 illustrates the concept of attention. 

As shown, by focusing on the image, regions that are more significant and likely to contain nodules are 

assigned higher weights for segmentation. In fact, by using this mechanism, we can explore the details 

which allows models to focus on the most relevant parts of the input data while disregarding irrelevant 

information 

 
Fig. 5. Focusing on important points in the image as concept of attention mechanism 

In fact, by employing Attention U-Net for nodule segmentation, the network extracts features 

across different dimensions, directing its focus toward the areas with greater weight to identify 

the nodule. Fig. 6 demonstrates the architecture of the Attention U-Net used in this research. 

https://doi.org/10.22060/eej.2024.23555.5623


AUT Journal of Electrical Engineering 
10.22060/EEJ.2024.23555.5623 

 
Fig. 6. Attention-Unet Architecture for nodule segmentation 

2-4- Summary of Proposed Method 

In the proposed method for steps A to C, Table1 summarizes the implementation details for BCD-Unet 

and Attention U-Net. 

Table1. Features of implemented Networks 

Features BCD-Unet Attention-Unet 

Parameters 20659717 8114017 

Epoch 50 150 

Loss Binary Cross Entropy Binary Cross Entropy 

Optimizer Adam Adam 

Learning-Rare 0.001 0.001 

Metric Dice , Sensitivity Dice ,  Sensitivity 

 

Novelties of the Proposed Method  

In this study, we introduce a novel three-stage methodology that combines the strengths of two advanced 

deep learning architectures, BCD-Unet and Attention U-Net, to address the complex task of pulmonary 

nodule segmentation. While individual architectures have been effectively utilized in prior works, our 

approach is unique in several key aspects: 

• Complementary Segmentation Enhancements: By employing BCD-Unet for lung region 

segmentation and subsequently utilizing Attention U-Net for nodule segmentation, we are able to 
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leverage the spatial and contextual information more effectively. This two-stage approach enhances 

the precision of nodule detection, particularly in regions where nodules are small and may be easily 

overlooked. 

• Attention Mechanism Integration: The incorporation of an attention mechanism within the U-Net 

framework allows the model to focus on significant areas of the lung that are likely to contain nodules. 

This focus on relevant regions is not only beneficial for improving segmentation accuracy but also 

aids in reducing false positives, which is crucial for clinical applications. 

• Enhanced Preprocessing Techniques: The use of Contrast Limited Adaptive Histogram 

Equalization (CLAHE) as a preprocessing step is another unique aspect of our method. This technique 

effectively enhances image contrast while avoiding noise amplification, thereby creating a more 

favorable input for the subsequent deep learning models. This step is vital for improving model 

performance, particularly in images with varying densities and noise. 

In next section will investigated experimental results. 

3. Results 

In this section, we aim to examine the results obtained from the proposed algorithm. To this end, we 

will first introduce the dataset, then explain the Dice and sensitivity metrics, and finally present visual 

results and comparisons with related works. 

In this study, we primarily focused on comparing our proposed deep learning approaches, namely BCD-

Unet and Attention U-Net, with other state-of-the-art deep learning methods used for pulmonary nodule 

segmentation. The rationale behind our decision to limit comparisons to deep learning algorithms is 

based on several factors: 

• Advancements in Deep Learning: Recent advancements in deep learning techniques have 

demonstrated significant improvements in image segmentation tasks, particularly in the domain of 

medical imaging. While classical image processing methods provide foundational approaches, they 

often struggle with the complexities and variabilities of medical images, such as lung nodules. By 
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concentrating on deep learning methodologies, we aimed to showcase the efficacy and robustness 

of our approach within the context of current state-of-the-art solutions. 

• Focus on Feature Learning: Deep learning models, such as BCD-Unet and Attention U-Net, 

inherently perform feature learning from the data, allowing them to adapt and optimize their 

performance based on large amounts of annotated data. Classical methods, on the other hand, rely 

heavily on handcrafted features, which may not generalize well across diverse datasets. 

Consequently, the comparison of our method with other deep learning algorithms provides a more 

relevant benchmark for assessing the potential enhancements in segmentation accuracy and 

performance. 

• Context of Clinical Application: In clinical practice, the trend is increasingly shifting towards the 

adoption of deep learning methods for automated image analysis. Therefore, highlights of our 

research are most appropriately contextualized within a comparison to similar advanced algorithms 

rather than to traditional techniques that may no longer be as widely utilized in contemporary 

research and applications. 

Despite these considerations, we acknowledge the historical relevance and contributions of classical 

image processing techniques. Future work may include comparative analyses with such methods to 

explore their relative strengths and weaknesses comprehensively.  

3-1- Dataset 

In this study, we utilized the LUNA16 dataset [29], which consists of a collection of lung nodule CT 

scans. The dataset includes 1,186 annotated images specifically designed for the segmentation of lungs 

and nodules. The images were divided into training and testing sets, with 90% allocated for training and 

10% for testing. To prevent overfitting, we utilized the validation split parameter in the fit function 

during model training, along with the early stopping technique. 

3-2- Metrics  

Two main criteria were used to compare the proposed method with related research. Additionally, the 

precision metric is employed to evaluate the percentage of true positives in the segmented target areas 
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compared to all estimated target regions for detecting and localizing lung nodules in the BCD-Unet and 

Attention-Unet networks. 

A) Sensitivity (True Positive Rate) 

Sensitivity[30], also known as the True Positive Rate (TPR), measures the proportion of actual positives 

that are correctly identified by the model. It is a crucial metric in medical diagnostics, as it reflects the 

ability of a test to correctly identify patients with a condition. Eq. (3) is mathematical concept of 

sensitivity. 

 
TP

sensitivity
TP FN

=
+

  (3) 

In Eq. (3), True Positives (TP) are the instances that are correctly identified as positive, while False 

Negatives (FN) are the instances that are actually positive but incorrectly identified as negative. 

B) Dice Coefficient  

The Dice Coefficient[31], also known as the Dice Similarity Coefficient (DSC), is a statistical measure 

used to gauge the similarity between two sets. In the context of segmentation tasks, it quantifies the 

overlap between the predicted segmentation and the ground truth. Eq. (4) is mathematic of DSC 

measurement. 

 
 

TP
DSC

TP FP FN
=

+ +
  (4) 

Where False Positives (FP) are the instances that are incorrectly identified as positive. 

C) Precision 

Precision[30] is a performance metric used to evaluate the accuracy of a classification model. It is 

calculated by dividing the number of true positive predictions by the sum of true positive and false positive 

predictions, indicating how many of the predicted positive cases were actually positive. Eq. (5) represents 

the mathematical formula for precision. 
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TP

Precision
TP FP

=
+

  (5) 

 

3-3-Visual Results 

In this part, the visual results obtained from the proposed algorithm for each step of lung and nodule 

segmentation are examined. As shown in Fig. 7 and Fig. 8, the BCD-Unet and Attention-Unet networks 

have significantly succeeded in performing the segmentation tasks.  As seen in Fig. 7, the BCD-Unet 

network has effectively estimated the lung region when compared to the reference mask output. 

Additionally as seen in Fig. 8 illustrates the precise location of the nodule in comparison to the reference 

mask output. 

 
Fig.7 . BCD-Unet lung segmentation Output 

 

 
Fig. 8. Attention-Unet nodule segmentation Output 
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3-4- Comparison 

In this part, the results obtained from the proposed method are compared with several related algorithms. 

we compare result of our proposed method by some other researches on LUNA16 dataset.  

Table 2 and Table 3 present the results for the BCD-Unet and Attention-Unet networks based on the 

Dice and Sensitivity metrics, respectively. As indicated in these tables, both networks performed 

reasonably well in target recognition. 

Table 2: BCD-Unet Lung segmentation  

Metric Train Test 

Sensitivity 98.21 97.81 

DSC 97.36 97.75 

• Analysis of Lung Segmentation using BCD-Unet 

The results presented in Table 2 indicate that our proposed BCD-Unet model achieved a Dice coefficient 

of 97.75 for lung segmentation and a sensitivity of 97.81. Notably, the precision for lung segmentation 

was found to be 98.73, which demonstrates a high ratio of true positives (TP) to false positives (FP). This 

high precision indicates that the model effectively identifies lung regions with minimal misclassification, 

contributing to its overall performance in accurately segmenting pulmonary structures in CT scans. 

 

Table 3. Attention-Unet Nodule segmentation 

Research 

Architecture 
DSC Sensitivity 

Xitau et al[32] 
3D-Res2-Unet 

81.22 79.89 

Silvan et al[33] 
Unet GNN 

78.84 84.45 

Daval et al[34] 
Advanced Unet 

79.22 79.89 

Kumar et al[35] 
Unet 

77.84 78.98 

Bhattacharyya et al [36] 
BD-Unet 

88.89 90.24 

Proposed Method 91.73 92.31 

 

• Analysis of Nodule Segmentation using Attention-Unet 

In addition to sensitivity and Dice coefficient, we also calculated the precision for nodule segmentation, 

which was found to be 90.83. In Table 3, we present a comparison with several existing methods such as 

Xitau et al. (3D-Res2-Unet) [32], Silvan et al. (Unet GNN)[33], and Bhattacharyya et al. (BD-Unet)[36]. 
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These methods were selected based on their relevance to the pulmonary nodule segmentation task and 

their reported performance metrics in recent literature. 

The chosen methods represent a range of deep learning architectures that have been applied to similar 

problems in medical imaging. For instance, the 3D-Res2-Unet is known for its ability to capture 

volumetric data, while the Unet GNN leverages graph neural networks for improved spatial 

representation. By comparing our proposed method against these contemporaneous approaches, we aim 

to demonstrate the robustness and efficiency of our model in segmenting pulmonary nodules.  

Due to the unavailability of precision metrics for all comparative studies, we focused on presenting Dice 

coefficients and sensitivity as the two main criteria for a more consistent evaluation. The high precision 

and other evaluated metrics indicate that our proposed method is not only effective at identifying true 

positives but also excels in minimizing false positives. This capability is especially important in clinical 

settings, where accurate identification of pulmonary nodules is essential for timely diagnosis and 

intervention in lung cancer cases. Overall, these metrics reflect the robustness and reliability of our 

method, suggesting its significant potential for improving diagnostic accuracy in medical imaging. 

4. Conclusion 

In this paper, we utilized two networks, BCD-Unet and Attention-Unet, sequentially to identify and 

segment lung nodules. The BCD-Unet was employed to segment the lung regions, while the Attention-

Unet was trained on the output of the BCD-Unet to specifically segment and recognize the nodules. The 

results demonstrated that the combination of these two networks significantly improved the segmentation 

of both the lungs and lung nodules in CT images. This approach highlights the effectiveness of using 

complementary segmentation techniques to enhance diagnostic accuracy in medical imaging. While our 

study relies solely on the LUNA16 dataset, which may not represent the diversity of lung nodules 

encountered in clinical practice, this dataset possesses significant importance as a standard for testing. 

Overall, our findings underline the potential of deep learning models in improving the detection of lung 

abnormalities, contributing to better patient outcomes. Future research could further explore the 

integration of multiple datasets to enhance the generalizability of our results. 
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